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Abstract

Monitoring top-k query is important to many wireless
sensor applications. This paper exploits the semantics of
top-k query and proposes a novel energy-efficient monitor-
ing approach, calledFILA . The basic idea is to install a
filter at each sensor node to suppress unnecessary sensor
updates. The correctness of the top-k result is ensured if
all sensor nodes perform updates according to their filters.
We propose detailed algorithms for filter setting and query
reevaluation with the objective of reducing network traffic
and prolonging network lifetime. We also extend the algo-
rithms to two variants of top-k query, i.e., order-insensitive
and approximate top-k monitoring. The performance of
the proposed FILA approach is extensively evaluated using
both synthetic and real traces. The results show that FILA
outperforms the existing TAG-based approach by an order
of magnitude under various network configurations.

1 Introduction

Owing to the rapid advances in sensing and wire-
less communication technologies, wireless sensor networks
have been available for use in a wide range ofin-situsensing
applications, such as habitat monitoring, wild-fire preven-
tion, and environmental monitoring [23]. A wireless sensor
network typically consists of a base station and a group of
sensor nodes (see Figure 1). The base station serves as a
gateway for the sensor network to exchange data with ex-
ternal users. The sensor nodes, on the other hand, are re-
sponsible for sensing and collecting data from their local
environments. They are also capable of processing sensed
data and communicating with their neighbors and the base
station.

Monitoring of aggregate functions is important to many
sensor applications and has drawn a lot of research atten-
tion [6, 7, 16, 24, 25]. Among those aggregates, a top-k
query continuously retrieves the set ofk sensor nodes with
the highest (or lowest) readings. For example:

Wireless Sensor NetworkBase Station

Sensor Updates

Filter Updates
/ Probe

User

Result

Query

Figure 1. The System Architecture

[Environmental Monitoring] Consider an environment-
monitoring sensor network. A top-k query is issued to find
out the nodes and their corresponding areas with the high-
est pollution indexes for the purpose of pollution control or
research study.

[Network Management] Power supply is critical for the
operation of a wireless sensor network. Thus, a top-k query
may be issued to continuously monitor the sensor nodes
with the lowest residual energy so that these sensor nodes
can be instructed to adapt themselves (e.g., reducing sam-
pling rates) to extend network lifetime.

How to energy-efficiently answer top-k queries is a great
challenge to wireless sensor networks. The sensor nodes
usually operate in an unattended manner and are battery
powered; replacing the batteries is not only costly but also
impossible in many situations (e.g., in a hard-to-reach area).
If a certain portion of the nodes run out of their power and
lose their coverage, the whole network will be down. Thus,
in addition to reducing network traffic, a distinguished re-
quirement for wireless sensor networks is to balance the en-
ergy consumption at the sensor nodes to prolong network
lifetime [14, 30].

A basic implementation of monitoring top-k query
would be to use a centralized approach where all sensor
readings are collected by the base station, which then com-
putes the top-k result set. In order to reduce network traf-
fic for data collection, anin-network data aggregationtech-
nique, known asTAG, has been proposed [16]. Specifically,
a routing tree rooted at the base station is first established
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and the data is then aggregated and collected along the way
to the base station through the routing tree. Consider a sim-
ple example shown in Figure 2a, where sensor nodesA, B,
andC form a routing tree. The readings of these sensor
nodes at three successive sampling instances are shown in
the tables of Figure 2a. Suppose we are monitoring a top-1
query. Employing TAG, at each sampling instance, nodes
B andC send their current readings to the parent (i.e., node
A), which aggregates the data received with its own read-
ing and sends the highest (i.e., the readings from nodeC in
this example) to the base station. The top-1 result is always
nodeC, but nine update messages (three at each sampling
instance) are used. As such, this approach incurs unneces-
sary updates in the network and, hence, is not energy effi-
cient.

In this paper, we exploit the semantics of top-k query
and propose a novel filter based monitoring approach called
FILA. The basic idea is to install a filter at each sensor node
to suppress unnecessary sensor updates. The base station
also keeps a copy of the filter setting to maintain aviewof
each node’s reading. A sensor node reports the reading up-
date to the base station only when it passes the filter. The
correctness of the top-k result is ensured if all sensor nodes
perform updates according to their filters. Figure 2b shows
an example, where the base station has collected the initial
sensor readings and installed three filters [20, 39), [39, 47),
and [47, 80) at sensor nodesA, B, andC, respectively. At
sampling instances 1 and 2, no updates are reported since all
updates are filtered out by the nodes’ respective filters. At
instance 3, the updated reading of nodeB (i.e., 48) passes
its filter [39, 47). Hence, nodeB sends the reading 48 to the
base station via nodeA (step➀). Since 48 lies in the filter-
ing window of nodeC (i.e., [47, 80)), the top-1 result be-
comes undecided as either nodeB orC can have the highest
reading. In this case, we probe nodeC for its current read-
ing to resolve the ambiguity (steps➁ and➂). Thus, a total
of four update messages and one probe message is incurred
in this approach.1 Compared with the aforementioned TAG-
based aggregation approach, five update messages are saved
at the cost of one probe message. Obviously, this approach
achieves a better performance than the TAG approach.

Yet, in order to make FILA to work efficiently, two fun-
damental issues arising at the base station server have to be
addressed:

• How to set the filter for each sensor node in a coordi-
nated manner such that the top-k result set is correctly
returned if all nodes perform updates according to their
filters? The filter setting is critical to the performance
of FILA. In the above example, if nodesB andC have
the filters set to [39, 50) and [50, 80), respectively, no
updates need to be reported for all three samplings.

1For simplicity, the overhead for initial data collection andfilter setting
is not shown here, but counted in our experiments.
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Figure 2. An Example of Top- k Monitoring

• Upon receiving an update from a sensor node, how to
reevaluate the top-k result and how to update the af-
fected filters?

We answer in this paper the above two questions with the
objective of reducing network traffic and prolonging net-
work lifetime. In particular, this paper makes the following
contributions:

• To the best of our knowledge, this is the first effort ded-
icated to investigating the problem of monitoring top-
k query in wireless sensor networks. Different from
monitoring top-k query in traditional distributed net-
works, our main objective is to extend network life-
time.

• We propose a novel approach called FILA for moni-
toring top-k query (and its variants) in wireless sen-
sor networks. We examine in detail the critical issues
of filter setting and query reevaluation under this ap-
proach. Two filter setting schemes (i.e.,uniform and
skewed) and two filter updating strategies (i.e.,eager
andlazy) are proposed.

• Extensive experiments are conducted to evaluate the
performance of the proposed FILA approach using
both synthetic and real traces. The results provide a
number of insightful observations and show that FILA
outperforms TAG by an order of magnitude under var-
ious network configurations.

The remainder of this paper proceeds as follows. Section
2 reviews the related work on processing top-k queries in
distributed environments. Section 3 presents our proposed
approach, FILA, and discusses how to set the filter for each
sensor node and how to reevaluate the top-k query result
when updates occur. We extend FILA to handle approxi-
mate and order-insensitive top-k queries in Section 4. The
performance of the FILA approach is evaluated in Section
5. Finally, we conclude this paper and present some future
research plans in Section 6.
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2 Related Work

Evaluating top-k queries in distributed networks has
been extensively studied in the literature (e.g., [4, 5, 9, 11,
27, 31]). A typical assumption is that the ranking score of
an object should be aggregated from a number of attribute
values which are stored at distributed data sources (formally
calledvertically partitioned datasets). The best known al-
gorithm is the threshold algorithm (TA) [9, 11, 19]. While
the TA algorithm requires data sources to support sorted ac-
cess, Brunoet al. [4] proposed the Upper algorithm for
sources that support random access only. Cao and Wang
[5] developed a three-phase uniform threshold (TPUT) al-
gorithm that significantly reduces remote access in large
networks. In [27], Theobaldet al. further extended the
TA algorithm by introducing a family of approximate vari-
ables based on probabilistic arguments to reduce runtime
costs. Michelet al. [18] proposed a flexible framework
for distributed top-k algorithms that allows for trading-off
efficiency versus result quality and bandwidth savings ver-
sus number of communication phases. More recently, top-k
processing algorithms have been developed for peer-to-peer
networks [2] and private databases [28]. However, all these
studies have focused onone-shottop-k queries, whereas we
are interested in monitoring continuous top-k queries in this
paper. As pointed out in [1], while continuous monitor-
ing could be simulated by repeatedly executing a one-shot
query, many queries would be executed in vain if the answer
remains unchanged, hence being cost inefficient. Moreover,
it is difficult to determine the optimal frequency of repeated
query execution.

Babcock and Olston [1] performed a pioneering research
on monitoring continuous top-k queries over distributed
data sources, which is the most similar work to this paper.
Their idea is to add an adjustment factor to each source to
ensure that the local top-k list aligns to the global top-k list
maintained at the coordinator. However, as their work tar-
gets on vertically partitioned datasets, their proposed algo-
rithm is not effective to our scenario where data objects are
not partitioned. More specifically, their algorithm maintains
an invariant that the adjustment factors allocated to differ-
ent sources for each data object sum to zero. This means
each object is allocated with an adjustment factor of zero
when generalizing it to non-partitioned data, which is in-
deed similar to the basic approach discussed the Introduc-
tion. Furthermore, their work is limited to order-insensitive
top-k monitoring; the more challenging order-sensitive top-
k monitoring was not studied.

Monitoring of aggregation functions (such as average,
sum, count, min, and max) in sensor networks has been in-
vestigated in the past few years. However, the main focus
has been on how to establish the routing architecture for
continuous data collection [7, 12, 13, 16, 24] such that in-

network aggregation techniques [6, 25] can be applied to
reduce network traffic. Taking a different angle, this pa-
per exploits the semantics of top-k query and proposes a
new method to reduce network traffic and prolong network
lifetime. Data storage and query processing for one-shot
queries in sensor networks have also been studied in the
literature (e.g., [3, 8, 10, 15, 17, 29]), which focused on ap-
plications different from this paper.

3 Top-k Monitoring

We first describe the system model and give a formal
problem definition in Section 3.1. Then, Section 3.2 pro-
vides an overview of the proposed FILA monitoring ap-
proach. Finally, the query reevaluation and filter setting is-
sues are discussed in Sections 3.3 and 3.4, respectively.

3.1 System Model and Problem Definition

We consider a wireless sensor network as depicted in
Figure 1. It is assumed that the base station has continu-
ous power supply and its radio strength is strong enough to
cover all sensor nodes. In other words, a probe message
broadcast by the base station can reach all sensor nodes in
a single hop. In contrast, the sensor nodes are powered
by battery. Their radio coverage is constrained to a local
area. When the base station is beyond a sensor node’s radio
coverage, an underlying routing infrastructure (e.g., a TAG
tree [16]) is used to route data to the base station.

Each sensor nodei measures the local physical phe-
nomenonvi (e.g., pollution index, temperature, or residual
energy, etc.) at a fixed sampling rate. Without loss of gener-
ality, we consider top-k monitoring query that continuously
retrieves the set of sensor nodesR with the highest read-
ings, i.e.,

R = {n1, n2, · · · , nk | ∀ni < nj , vni
≥ vnj

;∀l /∈ R, vl ≤ vnk
}

The monitoring result is maintained by the base station and
disseminated to the user. To produce continuous query re-
sults, the proposed monitoring approach controls when and
how to collect sensor reading updates to the base station.

For simplicity, we assume the sensor updates arrive at
the base station sequentially. That is, no sensor updates
take place during the processing of another sensor update.
Although this is not a prerequisite for the proposed FILA
approach, this assumption simplifies our discussion.

3.2 FILA Overview

Initially, the base station collects the readings from all
sensors. It then sorts the sensor readings and obtains the
initial top-k result set. Next, the base station computes a
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filter (represented by a window of [li, ui)) for each sensor
nodei and sends it to the node for installation. At the next
sensor sampling instance, if the new reading of sensor node
i is within [li, ui), no update to the base station is needed.
Otherwise, if the new reading goes beyond the filtering win-
dow and passes the filter, meaning the top-k order might be
violated, an update is sent to the base station. The base
station will then reevaluate the top-k result and adjust the
filter setting(s) for some sensor node(s) if necessary. The
query reevaluation algorithm will be discussed in detail in
Section 3.3.

As can be seen, the purpose of using filters is to filter out
some local sensor updates and hence suppressing the traffic
in the network. The correctness of the top-k result must be
guaranteed provided that all sensor nodes perform updates
according to their filters. Thus, the filter settings have to
be carefully planned in a coordinated manner. Denote the
current reading of nodei by vi. Without loss of generality,
we number the sensor nodes in decreasing order of their
sensor readings, i.e.,v1 > v2 > · · · > vN , whereN is the
number of sensor nodes under monitoring. Intuitively, to
maintain the monitoring correctness, the filters assigned to
the nodes in the top-k result set should cover their current
readings but not overlap with each other. On the other hand,
the nodes in the non-top-k set could share the same filter
setting. Thus, we consider the filter settings only for the
top-k+1 nodes. Afeasiblefilter setting scheme, represented
as{[li, ui) | i = 1, · · · , k + 1}, must satisfy the following
conditions:







u1 > v1;
vi+1 < ui+1 ≤ li ≤ vi, (1 ≤ i ≤ k);
lk+1 ≤ vN .

(1)

u2= l 13

v12vv3vv5

= l2uu =u45 = l3l5= l4

4

descending order

u1

Figure 3. Filter Settings for Top-3 Monitoring

Figure 3 shows a feasible filter setting for top-3 monitor-
ing, where nodes 4 and 5 share a filter setting andui+1 is
set equal toli for 1 ≤ i ≤ 3 in order to maximize the filter-
ing capability. Intuitively,a filter setting is a (constrained)
partitioning of the data space. A formal discussion on filter
setting is to be presented in Section 3.4.

We here make a remark before we go further into the
details of the FILA approach. The FILA approach makes
use of filters to keep track of the ordered list of top-k sen-
sor nodes. A side product is that FILA also returns for
each node an approximate reading bounded by a filtering
window. While dynamically maintaining the exact sensor

readings is too costly to be desirable, such approximate in-
formation is useful yet sufficient to many applications. We
will measure the level of approximation using trace-driven
simulation in Section 5.

3.3 Query Reevaluation

We now discuss the query reevaluation algorithm. Un-
der the proposed FILA monitoring approach, a sensor node
sends an update to the base station only when its reading
passes the filter. In this case, if the new reading overlaps
with the filtering window of any other sensor node, the top-
k result becomes undecided. Hence, the base station will
have to probe the corresponding sensor(s) to reevaluate the
top-k result. Let’s call the lower bound of the top-kth node’s
filter thecritical bound, e.g.,l3 in Figure 3. We discuss the
query reevaluation algorithm for three scenarios: 1) the up-
date is originated from a top-k node and jumps over the
critical bound (see Figure 4a); 2) the update is originated
from a non-top-k node and jumps over the critical bound
(see Figure 5a); 3) the update is from a top-k node but does
not jump over the critical bound (see Figure 6a). For the
first two scenarios, the node may leave or join the top-k set
respectively; for the third scenario, two top-k nodes may
need to swap their positions in the top-k set.

3.3.1 Scenario 1

l5
= l4 u5=u4= l3 u3= l2 u2 l1=

3 2 1v v v v v4

descending order

u1

5

(a) Updating ofv2

l5
= l4 u5=u4= l3 u3= l2 u2 l1= u1

2v v v3 v15 4v ^^^

(b) Sensor readings after probingv4 andv5

u3= l2 u2= l 1u5=u4= l3 u1l5 l4 ’ ’ ’ ’=

5 4 3 2 1

’ ’ ’ ’ ’’

2v’ v’ v’ v’ v’v’’

(c) Updated order and new filter settings

Figure 4. A Top- k Node Jumps over Critical
Bound

As shown in Figure 4a, the new reading of the origi-
nal top-2nd node falls in the filtering window of non-top-
3 nodes (i.e., [l4, u4)). To determine which among nodes
2, 4, and 5 is the new top-3rd node, we have to probe the
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non-top-3 nodes 4 and 5 to update their current readings.
Assuming their new readings,̂v4 and v̂5, are as illustrated
in Figure 4b; the node 4 is the new top-3rd node. For clar-
ity of presentation, we re-number them asv′

1 throughv′

5 as
shown in Figure 4c.

Note that the probing cost would be high for a small
value ofk given a large number of sensor nodes. By tak-
ing advantage of the architecture of wireless sensor network
(i.e., hierarchical routing and message broadcast), two en-
hancements are proposed to reduce the probing cost. First,
when a sensor’s new reading (denoted byu′) passes the fil-
ter, it propagates up the routing tree towards the base sta-
tion. If an intermediate node is a non-top-k node and its
current reading is higher thanu′, the reading of this inter-
mediate node will be propagated to the base station instead
since only this node can possibly be the top-kth node. Sec-
ond, instead of probing all non-top-k nodes, we include the
newly updated sensor reading (denoted byu′′) in the probe
message and, thus, only the sensor nodes with current read-
ings higher thanu′′ have a chance to be the top-kth node and
will respond the probe. In the above example, only node 4
will report its current reading to the base station in response
to the probe.

In order to adjust the filter settings, we propose to re-
compute the settings for all nodes based on their readings
stored at the base station (see Section 3.4 for how to com-
pute filter settings). Consider a nodei. We discuss two
approaches for filter updating:

• Eager Filter Updating: With this eager approach,
if a new filtering window [l′i, u

′

i) is different from the
current one [li, ui), the new filter [l′i, u

′

i) is immedi-
ately sent to the node to replace [li, ui). In the example
shown in Figure 4, all nodes will be updated with their
new filters.

• Lazy Filter Updating: With the lazy approach, if
a new filtering window [l′i, u

′

i) is wider than the cur-
rent one [li, ui), i.e., [li, ui) ⊂ [l′i, u

′

i) (e.g., the filters
for v1 andv′

1 in Figure 4), we delay the filter updat-
ing until when the filter is violated. During this period,
the sensor node will continue to use the current filter
[li, ui) to filter out sensor updates. It is easy to verify
that the validity of the top-k order is still guaranteed
with such aconservativefilter setting. The advantage
of this approach is that we can avoid unnecessary fil-
ter updates. On the other hand, the narrower filtering
window may make the filter violation (i.e., updating
with the base station) to occur earlier. At the next up-
date, the new readinĝvi must be out of [li, ui) since
it passes the filter. If̂vi is within [l′i, u

′

i), this filtering
window will then be passed to the sensor node, which
is all the base station needs to do. Otherwise,v̂i is out
of [l′i, u

′

i), it will be treated as a normal update, which

follows the query reevaluation algorithm discussed in
this section to recompute the top-k result and update
the filter settings.

Whether the eager or lazy approach would perform bet-
ter depends on the reading changing pattern. Consider two
extreme cases. If the next update jumps out of the new filter
[l′i, u

′

i), the lazy approach can help save a filter updating
message. Otherwise if the next update is within [l′i, u

′

i),
it does not help save any filter updating message but in-
curs an additional data update message. We will investigate
their performance using trace-driven simulation (see Sec-
tion 5.2).

There is a subtle point to note here. For a sensor node
which has not updated with the base station, its new filter
overlaps with the current one (e.g., the filters forv′

2 andv3

in Figure 4). It is possible that the actual sensor reading
is beyond the new filter (e.g., at pointv′′

2 ). Nevertheless,
in this case, the sensor node does not need to immediately
report an update after the new filter is received. This is be-
cause the order ofv′

2 andv′

3 is still preserved as the cur-
rent update is originated fromv2 and hencev′

2 (originally
v3) must lie in [l3, u3) andv′

3 (originally v4) lie in [l4, u4).
However, if the next sampled readingv̂′

2 is beyond the new
filter, an update will be reported. This point is valid to all
three scenarios.

3.3.2 Scenario 2

l5
= l4 u5=u4= l3 u3= l2 u2 l1=

3 2 1v v v v v5 4

descending order

u1

(a) Updating ofv5

4v

l5
= l4 u5=u4= l3 u3= l2 u2 l1= u1

v5 3v v2 v1
^^

(b) Sensor readings after probingv3

l5
= l4 u2 l1=2l=3u3l=4u=5u u

4 3 2 1

’ ’ ’’’ ’ ’ ’ ’ ’ 1

5v’ v’ v’ v’ v’

(c) Updated order and new filter settings

Figure 5. A Non-top- k Node Jumps over Criti-
cal Bound

Now suppose that the update is originated from a non-
top-k node and jumps over the critical bound (see Fig-
ure 5a). In this case, the updating node will have a chance
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to join the top-k set. Similar to Scenario 1, probe is needed
to resolve the ambiguity. However, we only need to probe
the node whose filtering window covers the updated read-
ing (i.e., node 3 in Figure 5a). In addition, if the node to be
probed happens to be on the routing path from the updating
sensor node to the base station, its reading will be piggy-
backed during the update propagation. Thus, the probe is
not needed. In any case, as a next step, the base station
determines the new top-k order and re-computes the filter-
ing window for each affected node (i.e., nodes 3, 4, and 5),
as illustrated in Figure 5c. The filter updates will be per-
formed according to the approach employed. If the eager
approach is used, the new filters for nodes 3 through 5 will
be propagated right away; if the lazy approach is employed,
the propagation of filters for nodes 4 and 5 will be delayed
as discussed in the last subsection.

3.3.3 Scenario 3

l5
= l4 u5=u4= l3 u3= l2 u2 l1=

5 3 2 1v v v v v4

descending order

u1

(a) Updating ofv3

l5
= l4 u5=u4= l3 u3= l2 u2 l1= u1

v5 v4 v2 v1 v3
^ ^

(b) Sensor readings after probingv1

l5
= l4 =2u l12l=3u3l=4u=5u u1

5 4 3

’ ’ ’ ’ ’ ’ ’ ’ ’’

2 1v’v’v’v’v’

(c) Updated order and new filter settings

Figure 6. Update within Top- k Set

Finally, we consider the case in which a top-k node up-
dates its reading but the new reading does not go beyond
the critical bound (see Figure 6a). The handling of this case
is similar to that for Scenario 2 except that here only the
top-k list might be re-ordered while in Scenario 2 the mem-
bership of top-k set might be changed as well. Figure 6b
shows an example wherêv3 takes the top-1st position after
updating. Algorithm 1 outlines the algorithm that the base
station uses to handle sensor-initiated updates and reevalu-
ate top-k query.

3.4 Filter Setting

As mentioned, another crucial issue in the FILA ap-
proach is the filter setting for each sensor node. In this sec-

Algorithm 1 Query Reevaluation Algorithm (Performed at
Base Station)

1: while receiving a sensor-initiated update from a sensor
nodedo

2: if the update is originated from a top-k node and
jumps over the critical boundthen

3: probe all non-top-k nodes that have a reading
higher than the updated value

4: else
5: probe the node whose filtering window covers the

updated value
6: end if
7: re-compute the top-k set
8: adjust the filter settings if necessary
9: end while

tion, we first discuss the settings for all nodes except the
upper bound of the top-1st’s filter (i.e.,u1) and the lower
bound of non-top-k node’s filter (i.e.,lk+1). The intuitive
way is to set the filter bound at the midpoint of two sensor
readings, i.e.:

ui+1 = li =
vi + vi+1

2
, (1 ≤ i ≤ k). (2)

Obviously, this is a feasible filter setting satisfying (1),
and we call ituniformfilter setting. It is simple and favor-
able in the case where the sensor readings from all sensor
nodes follow a similar changing pattern. On the other hand,
the uniform setting fails to consider the changing patterns
of sensor readings. If the reading changing patterns dif-
fer dramatically among the sensor nodes, the uniform set-
ting might result in unbalanced energy consumption. Next,
we develop askewedfilter setting algorithm by taking into
account the reading changing pattern. Our objective is to
balance the energy consumption between the “neighboring”
nodes (with close sensor readings).

Suppose the average time for the reading of nodei to
go beyondδ is known asfi(δ). Thus, the node update rate
(with the base station) is given by1

fi(δ)
. In order to balance

the energy consumption of nodesi + 1 and i, we should
choose properui+1 and li such that their update rates are
equal:

1

fi+1(ui+1 − vi+1)
=

1

fi(vi − li)
. (3)

In practice, it is usually difficult to know in advance
how the sensor readings evolve dynamically and to estimate
fi(δ). One approach is to use the historical sensor readings
to predictfi(δ). However, this approach is costly as the base
station has to collect all changes of sensor readings (with
base station performing prediction) or periodically refresh
the detailed functions from the sensor nodes (with sensor
node performing prediction). We propose a practical low-
cost approach by assuming the readings change follow a

6



well-known random walk model [12, 22, 29]. Under the
random walk model, the value changes in steps. At each
step, the value increases or decreases by an amount ofd.
Denote the inter-step interval byl. The average time for the
value to go beyondδ can be expressed as follows [29]:

f(δ) = (
δ

d
)2 · l. (4)

We let every node measure the average delta change,di,
of their sensor readings at a fixed rate. When the sensor
node reports an update to the base station, it will piggyback
the measured value ofdi. Let L be the time interval cho-
sen to measure the average delta change. Then, thefi(δ)
function can be approximated by:

fi(δ) = (
δ

di

)2 · L. (5)

Substituting (5) into (3), we obtain

(
di+1

ui+1 − vi+1
)2/L = (

di

vi − li
)2/L.

Solving this equation, we get:

ui+1 − vi+1

vi − li
=

di+1

di

.

Lettingui+1 = li, we have

ui+1 = li = vi+1 +
di+1

di + di+1
· (vi − vi+1),

(1 ≤ i ≤ k). (6)

We now discuss the settings for the upper bound of the
top-1st’s filter (i.e.,u1) and the lower bound of non-top-
k node’s filter (i.e.,lk+1). Theoretically,u1 can be set at
+∞. However, in this case, the node will not trigger an
update even if its reading has gone up remarkably. To adjust
the filter setting for such cases (hence giving other nodes a
chance to increase their filters’ upper bounds and reducing
update rates), we setu1 to 2 · v1, i.e., twice of its current
readingv1. Similarly, lk+1 is set to vN

2 , i.e., half of the
lowest sensor reading.

4 Extensions

So far we have focused on order-sensitive exact top-k
monitoring. However, the ordering information may not be
needed in the top-k set for all applications. Moreover, a
certain degree of data approximation may be tolerable by
some applications to trade for energy efficiency. Motivated
by these observations, in this section, we extend FILA to
handle order-insensitive top-k monitoring and approximate
top-k monitoring.

4.1 Order-Insensitive Top-k Monitoring

The order-sensitive algorithm discussed in Section 3 is
also applicable to order-insensitive top-k monitoring. Nev-
ertheless, since we now do not care the exact order of sensor
readings in the top-k set, the updates within the top-k read-
ings do not have to be reported. Therefore, we only need to
set a critical bound between the top-k nodes and the non-
top-k nodes, as shown in Figure 7.

v12vv3vv5

l5= l4

4

1u=2u=3uu5=u4= l3= l2= l1

descending order

Figure 7. Filter Settings for Order-Insensitive
Top-k Monitoring

Only the updates jumping over the critical bound need
to be reported. When this happens, we will have to probe
all the nodes in the top-k list or those in non-top-k list,
depending on where the update is originated. The query
reevaluation algorithm is similar to what was discussed in
Section 3.3, and the two enhancements (Section 3.3.1) can
be used to reduce the probing cost.

4.2 Approximate Top-k Monitoring

We now consider approximate top-k monitoring assum-
ing a certaindegree of approximationis acceptable. An ap-
proximate top-1 query retrieves the sensor node with the
highest readingvi such that∀vj(j 6= i), vj < vi+ǫ, whereǫ
is the approximation degree. Intuitively, if two sensor read-
ings are within a difference ofǫ, either one can be taken as
the top-1 result. It is straightforward to extend this defini-
tion to a top-k query.

v

ul i i+1

v ii+1 ε

Figure 8. Filter Settings for Approximate Top-
k Monitoring

A feasiblefilter setting scheme for approximate top-k
monitoring, represented as{[li, ui) | i = 1, · · · , k + 1},
should satisfy the following conditions:







u1 > v1;
vi+1 < ui+1, ui+1 ≤ li + ǫ, li ≤ vi; (1 ≤ i ≤ k);
lk+1 ≤ vN .
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This means that it allows an overlap ofǫ between two
neighboring filters (see Figure 8 for an illustration). Setting
ǫ = 0 degenerates approximate top-k monitoring to exact
top-k monitoring.

The filter settings should be revised accordingly. Under
theuniformfilter setting, for each1 ≤ i ≤ k,

{

ui+1 = vi+vi+1+ǫ

2 ;

li = vi+vi+1−ǫ

2 .

Under theskewedfilter setting, for each1 ≤ i ≤ k,
{

ui+1 = vi+1 + di+1

di+di+1
· (vi − vi+1 + ǫ);

li = vi −
di

di+di+1
· (vi − vi+1 + ǫ).

5 Performance Evaluation

5.1 Simulation Setup

We have developed a simulator based on ns-2 (version
2.26) [20] and NRL’s sensor network extension [21] to eval-
uate the proposed FILA approach. The simulator includes
the detailed models of the MAC and physical layers for
wireless sensor networks. The sensor nodes can operate in
one of three modes: sending message, receiving message,
and sleeping. These modes differ in energy consumption.
The energy consumption for sending a message is deter-
mined by a cost function:s · (α + β · dq), wheres is the
message size,α is a distance-independent term,β is the co-
efficient for a distance-dependent term,q is the component
for the distance-dependent term, andd is the distance of
message transmission. We setα=50 nJ/b,β=100 pJ/b/m2,
andq=2 in the simulation. The energy consumption for re-
ceiving a message is given bys · γ, whereγ is set at 50 nJ/b.
The power consumption in sleeping mode is set at 0.016
mW. For simplicity, the energy overhead of mode switching
is ignored. We set the size of a data update message and the
size of a filter update message both at 8 bytes, and the size
of a probe message at 4 bytes. The initial energy budget at
each sensor node was set at 0.01 Joule.

We simulated a single-hop network of 10 sensor nodes
and a multi-hop network of 120 sensor nodes. Their layouts
are shown in Figures 9a and 9b. The sensor readings are
simulated using both synthetic and real traces.

• Synthetic traces (RAN): The readings of each sen-
sor node change following a one-dimensional random
walk model [12, 22, 29]. Specifically, the reading up-
dates in regular steps with an inter-step durationt. At
each step, the reading changes by an amount (called
step size) which is randomly assigned from a uniform
distribution over[−δ, δ], whereδ is the maximum step
size. We sett at 10 time units andδ at 0.5-1.0 in the
simulation.

109876

54321
node

node
sensor

sensor

base station

25 m 25 m 25 m 25 m

10 m

10 m

25 m 25 m 25 m 25 m

(a) Single-hop network

base station

sensor node

10 m

(b) Multi-hop network

Figure 9. Network Layouts

• Real traces (SEA / SUB): The real traces are provided
by the Tropical Atmosphere Ocean (TAO) project [26],
in which real-time oceanographic and meteorological
data are collected from a wide range of monitoring
sites for improved detection, understanding, and pre-
diction of El Nino and La Nina. We selected the traces
during 1 Jan. 1999−31 Dec. 2000 from a subset of the
sites and mapped them to the sensor nodes in our net-
works at random. We used the sea surface temperature
(SEA) and sea subsurface temperature (SUB) data in
our experiments. The data of different sites are simi-
lar in magnitude. Figure 10 shows some representative
segments of the SEA and SUB data traces. In general,
the SEA data fluctuate more widely than the SUB data.
We modified the sensor sampling interval to simulate
two different workloads. In the homogeneous (HM)
setting, the sampling interval for all sensors is set at 1
time unit; in the heterogeneous (HT) setting, the sam-
pling interval for half sensors is set at 1 time unit and
that for the other half is set at 5 time units.

We used the real traces, SEA and SUB, for the single-
hop network configuration (Figure 9a) and the synthetic
trace, RAN, for the multi-hop network configuration (Fig-
ure 9b). The default values ofk are set at 3 and 10 for
these two configurations, respectively. In the following, we
first compare the two filter updating strategies (i.e., eager
and lazy) with the proposed FILA approach. We then eval-
uate FILA (with two different filter setting schemes, i.e.,
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Figure 10. Sample Real Data Traces

uniform and skewed) against the TAG-based periodic ag-
gregation approach (or TAG for short, which was illustrated
in the Introduction). The following metrics are used in the
comparison:

• Network Lifetime : As in the previous work [14, 30],
the network lifetime is defined as the time duration be-
fore the first sensor node runs out of power. It serves
as the primary metric in the performance evaluation.

• Average Energy Consumption: It is defined as the
total amount of energy consumed in the network aver-
aged for all sensor nodes over time.

5.2 Eager vs. Lazy Filter Updating

(a) Network lifetime

(b) Average energy consumption

Figure 11. Eager vs. Lazy Updating ( k=3)

This set of experiments compares the eager and lazy fil-
ter updating strategies (discussed in Section 3.3). The uni-
form filter setting is employed. As shown in Figure 11a,
these two approaches achieve a very similar network life-
time for the SEA and SUB traces. Yet the lazy approach
performs much better in terms of average energy consump-
tion, as plotted in Figure 11b. The energy saving is about
25%-28%. Based on the discussions in Section 3.3.1, this
implies that most sensor reading changes have a magnitude
wider than the new filtering windows and the lazy approach
helps save the filter update messages, which contributes to a
significant portion of the overall traffic (more than 40% for
the eager approach as observed in the experiments). There-
fore, the lazy approach is considered having a better overall
performance than the eager approach. Similar performance
trends are obtained for the RAN data trace; the result is not
shown here due to space limitations. In the following ex-
periments, we employ the lazy as the default filter updating
strategy working with FILA.

5.3 Performance Comparison against TAG

(a) Network lifetime

(b) Average energy consumption

Figure 12. Performance Comparison with TAG
(Single-Hop, k=3)

In this section, we evaluate the performance of FILA
against TAG. We denote the FILA approach with uniform
filter setting asFILA-U and the FILA approach with skewed
filter setting asFILA-S.

Figure 12 shows the results for the SUB and SEA traces
under the single-hop network configuration, wherek is set
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Figure 13. Lifetime as a Function of k (Single-
Hop)

at 3. Several observations are obtained. First, both FILA-
U and FILA-S improve the network lifetime over TAG by
an order of magnitude while achieving a much lower av-
erage energy consumption. This result is consistent across
all data traces examined, indicating the great performance
advantage of our proposed approach. Second, when com-
paring FILA-U and FILA-S, FILA-U slightly outperforms
FILA-S for the homogeneous (HM) sampling scenario but
FILA-S gets a longer lifetime for the heterogeneous (HT)
sampling scenario. This can be explained as follows. In the
HM scenario, all sensors have a similar reading changing
pattern such that the uniform filter setting performs good
enough. However, as FILA-S incurs overhead in collecting
changing patterns, its overall performance is slightly worse
than that of FILA-U. On the other hand, in the HT scenario,
FILA-S takes into consideration the changing patterns and
thus obtains a better performance. Third, we observed in
the experiments that the average size of top-k nodes’ fil-
tering windows (except those for the top-1st node) is 0.26
degree Celsius. This confirms our argument in Section 3.2
that FILA not only returns the top-k result set, but also pro-
vides a tightly bounded approximation for each of the top-k
sensor readings.

Figure 13 shows the network lifetime as a function ofk
for SEA / HM and SUB / HT; similar performance trends
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Figure 14. Performance Comparison with TAG
(RAN, Multi-Hop)

are obtained for SUB / HM and SEA / HT. Again, FILA-U
and FILA-S significantly outperform TAG for all cases ex-
amined. For SEA / HM (Figure 13a), for a similar reason
explained in the last paragraph, FILA-U achieves a simi-
lar or slightly longer lifetime than FILA-S. For SUB / HT
(Figure 13b), it is observed that FILA-S improves the net-
work lifetime over FILA-U by 5%-18%, and in general, the
improvement increases with increasingk.

We next examine the performance under the multi-hop
network configuration. To do so, ten sets of random traces
following the random walk model were generated for ten
simulation runs. Figure 14 plots the average results over
the ten runs. Similar to the single-hop configuration, FILA-
U and FILA-S gain a much better performance than TAG
in terms of both network lifetime and average energy con-
sumption. It was observed that neither of them dominates
the other for all traces tested. On average, FILA-U performs
slightly better than FILA-S for a small value ofk, whereas
FILA-S is better for a large value ofk.

5.4 Approximate Top-k Monitoring

This section investigates the performance of approxi-
mate top-k monitoring. We vary the approximation degree
ǫ from 0.0 to 0.1 for SEA / HM and SEA / HT under the
single network configuration and from 0.0 to 0.8 for RAN
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Figure 15. Approximate Top- k Monitoring

under the multi-hop network configuration. The values ofk
are set at 3 and 10 for these two configurations, respectively.
As can be seen in Figure 15, FILA-U and FILA-S consis-
tently outperforms TAG by an order of magnitude. Similar
to the observations made for exact top-k monitoring, FILA-
S gets a similar or slightly worse performance than FILA-U
for the homogeneous (HM) sampling scenario but performs
better (with 10%-29% of improvement) for the heteroge-
neous (HT) scenario under the single-hop configuration.

It is interesting to observe that for all traces, the network
lifetime can be noticeably extended with a small degree of
approximation allowed. For example, with an approxima-
tion degree of 0.1 in Figures 15a and 15b, using FILA-U
or FILA-S, the network lifetime is prolonged by more than

2 times. Even under the multi-hop network configuration
(Figure 15c), the network lifetime is improved by at least
65% with the FILA approaches as the approximation de-
gree is increased from 0.0 to 0.8.

5.5 Order-Insensitive Top-k Monitoring

Finally, in this section, we evaluate the performance
of order-insensitive top-k monitoring. Figure 16 shows
the results under the default system settings (i.e.,k set at
3 and 10 for SEA / SUB and RAN, respectively). For
order-insensitive top-k monitoring, only the critical bound
is maintained as the filter by all sensors; hence, the filter set-
ting does not have a very high impact on the performance.
As a result, FILA-U and FILA-S perform similarly in most
cases. The network lifetime for SEA / HT is dramatically
improved from order-sensitive monitoring. As observed in
the experiments, this is because the order-sensitive monitor-
ing extends the network lifetime and the trace after an ex-
tended time point becomes more stable than before. Hence,
FILA makes use of the filters and runs a longer lifetime.

Figure 16. Order-Insensitive Monitoring

6 Conclusions

This paper has performed a comprehensive study on
monitoring top-k query in wireless sensor networks. Dif-
ferent from existing work focusing on in-network data ag-
gregation techniques, we exploited the semantics of top-k
query and proposed a novel energy-efficient monitoring ap-
proach, called FILA. We presented detailed algorithms to
address two critical issues under the FILA approach, i.e.,
filter setting and query reevaluation. Two filter setting al-
gorithms (i.e., uniform and skewed) and two filter updating
strategies (i.e., eager and lazy) were proposed. We have also
extended the algorithms to two variants of top-k query, i.e.,
order-insensitive and approximate top-k monitoring.

A series of simulation experiments has been conducted
to evaluate the performance of the proposed FILA approach
based on both synthetic and real traces. The following re-
sults were obtained: 1) FILA consistently outperforms the
existing TAG-based approach by an order of magnitude un-
der various network configurations; 2) FILA can also pro-
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vide a tightly bounded approximation for each of the top-k
sensor readings, in addition to returning the top-k result set;
3) the lazy filter updating approach obtains a better overall
performance than the eager approach for the traces exam-
ined; 4) the uniform filter setting performs slightly better
than the skewed filter setting for the homogeneous sam-
pling scenario, whereas the skewed filter setting is better for
the heterogeneous sampling scenarios; 5) their relative per-
formance under the multi-hop network configuration varies
with the application scenarios, depending on the factors
such as value ofk, approximation degree, and order insensi-
tiveness; 6) using FILA, a small degree of approximation in
the top-k order improves the network lifetime substantially.

As for future work, we plan to extend the proposed mon-
itoring approach to other aggregate functions such as kNN,
average, and sum. We are going to build a prototype based
on Motes and measure the performance in real environ-
ments. We are also interested in monitoring spatial queries
in object-tracking sensor networks.
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Abstract

This paper presents a performance study on various
broadcast algorithms and caching strategies for on-time de-
livery of data in a Real-Time Information Dispatch System.
The objective of the study is not just aiming at on-time deliv-
ery, but to improve the response time on the data requests.
We propose and perform a series of simulation experiments,
using real traffic data from the access log of the official web
site for FIFA 2002 World Cup. Simulation results show
that our proposed broadcast algorithm not only succeeds
in providing good on-time delivery of data but at the same
time provides 2 to 3 times of improvement in response time
over traditional scheduling algorithms like First-In-First-
Out (FIFO) and Earliest-Deadline-First (EDF). The simu-
lation results also show that our proposed caching strategy
provides further improvement in percentage of requests fin-
ished in time over traditional caching strategy like Least
Recently Used (LRU).

1 Introduction

With the recent advances in wireless communications,
satellite and cellular phone networks [19] have been devel-
oped and deployed to provide broadband access to the In-
ternet for mobile users. The support ofbroadcastis a dis-
tinguished feature of these new delivery technologies over
traditional wired networks. In contrast tounicast, where
a data item must be individually transmitted to each client
that requests it, broadcast allows many users requesting the

∗The work is supported in part by the RGC Earmarked Research Grant
from the HKSAR Government under the grant number: RGC HKBU
2174/03E

same data to be satisfied by a single transmission of the data
through a common channel.

There are basically two broadcast mechanisms:pushed
broadcast determines the broadcast program based on
collected statistics without user intervention;on-demand
broadcastschedules items to be broadcast based on the
current client requests that are submitted through an up-
link channel. While pushed broadcast is useful for cer-
tain situations (e.g., small database, stable access pat-
tern), on-demand broadcast is considered a more promising
technique for dynamic and large-scale data dissemination.
Hence, this paper focuses on on-demand broadcast.

The scheduling algorithm employed to select items
among outstanding requests to broadcast is a key design
of an on-demand broadcast system. Extensive studies have
been carried out to develop on-demand scheduling algo-
rithms in the literature (e.g., [1, 2, 11, 20]). However, all of
these existing studies ignored the existence of timing con-
straints associated with data requests. Indeed, in many situ-
ations, a user request is associated with adeadline. A typ-
ical example is considering a traffic information server and
a driver who, at some point ahead in the road, needs to take
one of two possible routes in order to get to his/her des-
tination [10, 13]. Clearly, it is necessary for the server to
provide the driver with the desired traffic information (for
example, one of the routes is congested)beforethe decision
point is reached; otherwise the information is of no value to
the driver.

Scheduling algorithms have also been investigated for
real-time systems and pushed broadcast systems. Unfor-
tunately, they are inapplicable or ineffective to the on-
demand broadcast scenario. In [23], there is a schedul-
ing algorithm SIN-α for time-critical on-demand broadcast.
However, [23] considers fixed-size data objects only. This
paper based on our previous investigation for on-demand
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broadcasting[24] and develops an improved scheduling al-
gorithm for variable-size data objects which aims at not just
to deliver the data objects on time but to improve the perfor-
mance by reducing the response time and the introduction
of cache on the mobile client side.

The rest of the paper is organized as follows. In Sec-
tion 2, we present the related work and in Section 3, we
discuss about the system model. We describe a number of
scheduling algorithms and propose our algorithm with its
improved variations in Section 4. We discuss the traditional
caching strategy and our proposed caching strategy in Sec-
tion 5. In Section 6, we discuss the simulation setup, the ex-
periments and present the results of the performance eval-
uation. Finally, in Section 7, we summarize our research
findings and discuss some possible future work.

2 Related Work

Scheduling algorithms, as a critical design issue in on-
demand broadcast, have been extensively studied in the lit-
erature [20]. R×W, LTSF, MAX are among a number of
recently proposed on-demand scheduling algorithms [1, 2].
However, none of the existing algorithms considers timing
constraints in making the scheduling decision.

While there are a few studies on developing periodic
broadcast programs with timing constraints [6, 12], the only
two studies on on-demand broadcast with timing constraints
are [22] and [10], which differ from the former in that the
scheduling relies on current queue status instead of precom-
piled access pattern. In [22], Xuan et al. evaluated several
alternative mechanisms for serving data requests with dead-
lines through broadcast channels, including: pushed broad-
cast, unicast with EDF scheduling, on-demand broadcast
with EDF scheduling, and hybrid pushed and on-demand
broadcast. Their evaluation results showed that the on-
demand broadcast with the EDF policy achieves good per-
formance. In [10], Fernandez and Ramamritham studied
an adaptive hybrid broadcast system that takes into account
dynamic user access patterns and deadline constraints. Un-
fortunately, no attempts in the literature have been made
for scheduling algorithms to exploit the properties of on-
demand broadcast systems, where a transmission of a single
data item may satisfy a number of pending requests.

A closely related area is task scheduling in real-time sys-
tems and databases. Many basic algorithms and theoreti-
cal results have been developed [5, 7, 15, 16, 17]. The ob-
jective of these scheduling algorithms is often to minimize
the number of deadlines missed, or to maximize the effec-
tive processor utilization when the service times are variable
during execution.

One of the most classical scheduling algorithms is the
Earliest Deadline First (EDF) algorithm [14], which offers
the optimal performance under various conditions in the

sense that it meets all deadlines whenever it is feasible to
do so [9]. In overload conditions, not all tasks can be com-
pleted by their deadlines. If the task service times are not
available, EDF performs very poorly because it gives the
highest priority to tasks that are close to missing their dead-
lines. As a consequence, the scheduled tasks are more likely
to miss their deadlines during execution and further cause
all subsequent tasks to miss their deadlines, thereby result-
ing in the “domino effect.” Two categories of techniques
have been proposed to deal with this situation [7]:guar-
anteedalgorithms, characterized by an admission control
policy, androbustalgorithms, characterized by a more so-
phisticated rejection strategy and a reclaiming mechanism.
Unfortunately, all the existing scheduling algorithms are de-
signed for aunicastenvironment where a newly arrived task
cannot join any existing tasks. In contrast, this paper fo-
cuses on a broadcast environment where a new request can
join an existing outstanding request when they request the
same item and later they are served by a single process. This
fundamental difference in system models motivates us to
develop new scheduling algorithms.

Another related work is probably value-deadline task
scheduling in real-time systems, where each task is char-
acterized an importance value and the scheduling aims to
maximize the cumulative value gained on a task set, i.e.,
the sum of the values of those tasks that completed by their
deadlines [7]. At a first glance, our problem resembles the
value-deadline scheduling if the number of requests posed
on an item is thought of as the value of the item. This
is however, not true as the number of requests on an item
may change over time due to new arrivals and deadline ex-
piration, but the value in value-deadline scheduling is al-
ways a constant. Due to this difference, the best policy,
value-density scheduling(analogous to the MRF algorithm
in our case), for value-deadline scheduling as observed in
[7], shows a poor performance in on-demand scheduling, as
we will see in Section 6.3.

Other related work concerning on-demand broadcast in-
cludes data staging [3], energy-efficient retrieval [8], client
cache management [21], and fault-tolerant broadcast [4].
These studies complement to our work in different aspects.

3 System Model

Figure 1 shows the overall architecture for a typical on-
demand broadcast system for real-time data dissemination.
In this architecture, a large group of clients retrieve data
items (e.g., web data objects) maintained by a database
(e.g., a web server). If a client cannot find the requested
data object in the cache or the data object in the cache is
expired, the client sends a request to the server through an
uplink channel. Each request is characterized by a 3-tuple:
< data id, atime, dline > wheredata id is the unique
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Figure 1. Overall System Architecture

identifier of the requested data object,atime is the time of
request, anddline being the relative deadline for the re-
quest. Hence, the absolute deadline of the request is given
by atime + dline, beyond which the reception of the re-
quested data object will be of no use to the client. The
client, on the other hand, monitors a downlink broadcast
channel for the requested data objects until the lifetime of
the request expires. We made an assumption that the uplink
and downlink channels are independent.

Upon receiving a request, the server inserts it into the ser-
vice queue to wait for broadcast. An outstanding request is
said to beactive at timet if its lifetime has not expired. An
active request is calledfeasible at timet if it is still pos-
sible to be transmitted before its deadline. Otherwise, the
active request is calleddegenerated, that is, it cannot meet
its timing constraints. Degenerated requests are removed
from the service queues when they are expired. Active re-
quests remain in the service queues until they are served
(transmitted) or degenerated, whichever takes place earlier.

All data objects are maintained by a database in the
server. All data objects will be updated periodically. The
server broadcasts data objects chosen from feasible requests
based on the data scheduler. These selected data objects
are broadcasted to the clients through the downlink channel
with the corresponding requests removed from the service
queues.

We assumed a non-preemptive broadcast system, i.e.,
when a request is being served, it is allowed to complete
without interruption by request arrivals.

4 Scheduling Algorithms & Their Complex-
ity

We have explored a number of broadcast/scheduling al-
gorithms, ranging from the fairness algorithm, i.e., the First-
In-First-Out (FIFO) algorithm, the most commonly adopted
Earliest-Deadline-First (EDF) for real-time computing, the
Most-Request-First (MRF) algorithm which is a greedy al-
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Figure 2. Common Data Structure used
among our Algorithms

gorithm that serves the data object with the most requests
to the Most-Request-Served (MRS) [24] algorithm which
serves the data object with percentage of requests satisfied
on time and at the same time produces the lowest average
response time. With these algorithms as references, we
proposed two new algorithm - Most-Request-Served with
less object size(MRS-LOS) and Most-Request-Served with
2 level (MRS-2Level). MRS-LOS shows that it is indeed
an all around algorithm that achieves a good performance
in terms of percentage of requests satisfied on time and at
the same time produces the lowest average response time.

In the following sections, we will present each of the
algorithms we have explored and discuss their scheduling
complexity using the data structure we have constructed in
our simulation experiments.

Figure 2 shows the common data structure we have
adopted in our performance study. We used the same data
structure among our scheduling algorithms. This data struc-
ture is basically an array ofK ServiceQueues whereK is
the maximum number of data objects to be served in the
system. Each service queue is in turn serving a data object
identified by adata id. As indicated in Figure 2, each ar-
ray element of the Service Queues contains three attributes
keeping track of the number of requests (NumRequest),
the size of the data object (DataObjSize) , and a pointer
pointing to a list ofRequest (RequestP tr). This list of re-
quests refers to each distinct request for the data object un-
der the samedata id and each node contains the following
information about the uniqueRequestID, its arrival time
(ArrivalT ime), and itsDeadline.
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4.1 First-In-First-Out & Earliest-Deadline-First

The most natural or the fairness algorithm for the broad-
cast strategy is First-In-First-Out (FIFO). Every request ar-
rived at the system will be served according to its arrival
time, or in our case, since we give every request an unique
RequestID, the smallestRequestID will be served first.

On the other hand, the Earliest-Deadline-First (EDF)
strategy is most common for real-time system. With EDF,
the request that has the earliest deadline will be served next.
Since we assumed a non-preemptive broadcast system, that
it, when a request is being served, it is allowed to finish
without any interruption even though another request which
has an earlier deadline had arrived. With the same relative
deadline for all requests, the EDF algorithm is the same as
the FIFO algorithm.

As for scheduling complexity, for the FIFO algorithm,
we just search for the smallestRequestID. Hence, we
haveO(N) for building the data structure as indicated in
Figure 2, whereN is the total number of requests cur-
rently in the system. We then needO(N) for the search of
∀N

i=1 min(RequestIDi), andO(N) for removing all the re-
quests with the samedata id from the data structure. Thus,
the complexity of FIFO isO(N).

On the other hand, for EDF, we need to search for
the smallestDeadline. Hence, again we haveO(N)
for building the data structure,O(K) for the search of
∀K

i=1 min(Deadlinei), whereK is the number of distinct
data objects within the system (i.e.,max data id). We then
still needO(N) for removing all the requests with the same
data id from the data structure. Thus, the complexity of
EDF is alsoO(N) sinceN > K.

4.2 Most-Request-First

The approach of the Most-Request-First (MRF) algo-
rithm is simple. It is a greedy algorithm that serves the
data object with the most requests. Although not taking the
size of the data object and the deadline into consideration,
this scheduling algorithm is simple to implement and in fact
produced very reasonable results in terms of response time.

Since we just need to search for the maximum number of
requests, that is,∀K

i=1 max(NumRequesti), the complex-
ity of such a search isO(K). Together with theO(N) for
building the data structure and theO(N) for removing all
the requests with the samedata id from the data structure.
Thus, the complexity of MRF is alsoO(N) sinceN > K.

4.3 Most-Request-Served & Its Variations

Observing that a simple greedy algorithm like MRF al-
ready yields reasonably good results, and that the size of
the data object and its corresponding deadlines should have

some effects on the performance, we propose a new al-
gorithm for the data scheduler that incorporates these at-
tributes into our design.

Intuitively, the amount of slack time reflects the urgency
when a data object has to be transmitted.SlackT ime =
Deadline−(CurrentT ime+ DataObjSize

ServiceRate ). Now, instead
of making use of slack time, we determine the latest time
a request has to be served asLatestStartT ime, which is
defined asDeadline− DataObjSize

ServiceRate .
Knowing theDeadline, theLatestStartT ime, and the

NumRequest, i.e., the number of request, for each data ob-
ject requested, we can calculate a score which reflects how
good it is if this data object is broadcasted at this moment.
In other words, the score predicts how much one gains and
how much one loses if data objecti is broadcasted at this
moment. This can be translated into the followings: At
the current time,t, for each active request of data object
i, if it is broadcasted, then at timet′i = t + DataObjSizei

ServiceRate ,
NumRequesti clients will be served. But at the same time,
for all active data objectj such thatj 6= i, and that if
t′i > LatestStartT imej , one or more of the clients that
request the data objectj will miss their deadlines. Adding
how many requests will be served and how many requests
will be missed, we come up with a score for each active data
object requested in the database. And we chose to broadcast
the data object that produces the highest score.

We can still make use of the common data structure to
implement this algorithm, namely the Most-Request-Served
(MRS) algorithm. For the scheduling complexity, we again
needO(N) to build the data structure. With the search of
the data objecti that produces the highest score as indicated
below:

∀K
i=1 max(NumRequesti +

K∑

j=1

f(i, j))

with

f(i, j) =

{
0 if i = j

−NumRequest
t′i
j Otherwise

whereNumRequest
t′i
j is the number ofRequestj that will

miss its deadline by timet′i.
We then need anO(K2) algorithm to do this search,

whereK is the number of data objects in the database. Then
we still needO(N) for removing all the requests with the
samedata id from the data structure. Thus, the complexity
of MRS isO(K2 + N).

Most-Request-Served with Less Object Size (MRS-
LOS)

In the course of calculating the score for each data object
requested, there is a chance to have more than one data ob-

16



jects that produce the same highest score. With that in mind,
we propose a second attribute to be used as a tie-breaker
when the scores are the same. With the same score for both
data objectsi&j, we can break the tie by giving preference
to whoever that has a smaller object size (MRS-LOS). We
will conduct experiments to see if the second attributes will
have any effect on the performance of MRS. As for the com-
putation complexity, since we can use a variable to store this
extra attribute to be the tie-breaker, it does not impose any
extra computation complexity on the algorithm, hence, the
scheduling complexity remainsO(K2 + N).

Most-Request-Served with 2 Levels

MRS calculates a score which reflects how much one
gains and how much one loses if data objecti is broadcasted
at the scheduling instance. By looking one step further, we
calculate a score which reflects how good it is if this data
object is broadcasted along with another data object. This
can be translated into the followings: At the current time,
t, for each active request of data objecti, if it is broad-
casted along with data objectj such thatj 6= i, then at time
t′i+j = t+ DataObjSizei

ServiceRate + DataObjSizej

ServiceRate , (NumRequesti +

(NumRequestj - NumRequest
t′i
j )) clients will be served

whereNumRequest
t′i
j is the number ofRequestj that will

miss its deadline by timet′i. But at the same time, for all
active data objectk such thatk 6= i andk 6= j, and that if

t′i+j > LatestStartT imek, NumRequest
t′i+j

k will miss
their deadlines. Adding how many requests will be served
and how many requests will miss their deadlines, we come
up with a score for each group of active data object re-
quested in the database. And we chose to broadcast the
first data object of the grouped data objects that produces
the highest score.

We can still make use of the common data structure to
implement this algorithm, namely the Most-Request-Served
with 2 Level(MRS-2Level) algorithm. For the scheduling
complexity, we again needO(N) to build the data structure.
With the search of the data objecti that produces the highest
score as indicated below:

∀K
i=1∀K

j=1|j 6= i max





NumRequesti

+(NumRequestj −NumRequest
t′i
j )

+
∑K

k=1 g(i, j, k)





with

g(i, j, k) =





0 if k = i
0 if k = j

−NumRequest
t′i+j

k Otherwise

whereNumRequest
t′i+j

k is the number ofRequestk that will
miss its deadline by timet′i+j .

We then need anO(K3) algorithm to do this search,
whereK is the number of data objects in the database. Then
we still needO(N) for removing all the requests with the
samedata id from the data structure. Thus, the complex-
ity of MRS-2Level isO(K3 + N). Since we used dynamic
programming for the implementation of the MRS-2Level
algorithm the runtime is still reasonable for practical use.

Most-Request-Served with 3 Levels and beyond

Formally speaking, the broadcast schedule problem can
be defined as:

At each scheduling instance of timeT , there exists an
optimal scheduleS for the set ofN requests forK data ob-
jects with each RequestRi having a deadlineDi associated
with it. Our problem is to find the first element ofS, i.e.,
the first data objectO in the optimal scheduleS and broad-
cast it through the broadcast channel. After the broadcast,
time is advanced toT + DataObjSize(O)

ServiceRate , with a set ofN ′

requests forK ′ data objects with each RequestRj having a
deadlineDj associated with it. And at this scheduling in-

stance of time, i.e.,T + DataObjSize(O)
ServiceRate , we have to find the

optimal scheduleS′.
As we define optimality is on minimal number of re-

quests missing their deadlines, finding the optimal sched-
uleS for the given set of requests is NP-complete. It will be
too computation intensive to be useful if we find the optimal
solution, hence we should look for heuristics.

The search for the optimal scheduleS is analogous to the
search for the best move in a chess game. We can always do
an exhaustive search and find the best move. But for prac-
tical purpose, people will cut the search short by searching
the first few levels and then give each chess board a score
and do a min-max decision. In search of the optimal broad-
cast strategy, as we perform the search for more levels, the
run-time increases exponentially. Thus, it is almost too long
to be practical for searching at Level 3 and beyond. Hence,
we just perform the search up to Level 2.

5 Caching Strategies

In this section, we examine the Least-Recently-Used
(LRU) caching strategy at the client side. Using this
algorithm as reference, we proposed two new strategies
- Least-Recently-Used-Minus-Expired (LRU-expire) and
Least-Slack-First (LSF). In the following sections, we will
present each of the algorithms we have studied on caching
strategies.

Figure 3 shows the common cache structure we have
adopted in our performance study. We used the same cache
structure among our caching strategies. This caching struc-
ture is a pointer array ofCacheQueues. As indicated in
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Figure 3, each array element of the Cache Queues con-
tains five attributes keeping track of the Data ID (DataID),
the size of the data object(ObjectSize), the time the data
object was last referenced(RecentlyUsedT ime), the time
that the data object no longer up-to-date (ExpireT ime) and
a pointer pointing to the next element(CachePtr).

5.1 Least-Recently-Used

The most common caching strategy is Least-Recently-
Used (LRU). It is a scheme to select which cache entry to be
flushed. When a new cache entry is brought into the cache
and there is not enough space for the new cache entry, one
or more of the existing cache entry must be replaced. This
scheme is based on temporal locality - the observation is
that, in general, the cache entry which has not been accessed
for the longest time is least likely to be accessed in the near
future. Each cache entry is associated with an expiry time,
If the client requests the data object in cache is expired, the
cache will throw away that entry and the client will send a
request to the server asking for the most up-to-date copy of
the data object.

5.2 Least-Recently-Used-Minus-Expired

Since data objects are updated periodically at the
database, data objects in the client cache will expire and
their values become invalid. As LRU did not handle the
expired data objects, LRU will then have expired data ob-
jects occupying a certain amount of space in the cache and
replace the least recently used data object. Base on this
observation, we propose a new scheme namely, the Least-
Recently-Used-Minus-Expired (LRU-expire). Before we
insert a new cache entry, we remove all the expired data ob-
jects in the cache. If there is no expired data objects and not
enough space in the cache for the new cache entry, the data
object which has not been accessed for longest is replaced.

5.3 Least-Slack-First

From our previous observation, the expiry time and the
size of the data object should have some effect on the per-
formance. Since every data object can be of different size,
we may as well take the transmission time of the data ob-
ject into consideration. Hence, we examine the slack time
for each request and defineSlackT ime as follows:

SlackT ime = ExpireT ime−(CurrentT ime+
DataObjSize

ServiceRate
)

With SlackT ime defined, we propose yet another
scheme - Least-Slack-First (LSF) as the caching strategy for
our system. The amount of slack time reflects the freshness
of a cache entry. When a new cache entry is brought into the
cache and there is not enough space for the new cache entry,
the cache entry with the leastSlackT ime will be replaced.

6 Performance Evaluation

We have constructed and conducted a series of simu-
lation experiments to look into the performance of each
scheduling algorithm as well as the caching strategies on
our broadcasting system. In the following sections, we
will discuss about the simulation setup, the workload being
used, performance metrics, and finally present our research
findings in these experiments.

6.1 Simulation Experiments

6.1.1 Setup

We have written a simulator using C++ to simulate the
mobile transactions and the data dissemination and all the
simulation experiments were executed on the Windows XP
platform with an Intel 2.4GHz CPU. As indicated by Fig-
ure 1, we simulate a server holding up all the data objects
in a database, and keep receiving requests from a number
of simulated clients through the uplink channel. The data
request traffic is actually straight from the data access log
for the FIFA 2002 World Cup web site which will be de-
scribed in detail below. When a request arrives at the server,
it will be put to the corresponding Service Queue according
to theirdata id, thus updating theNumRequest for each
service queue. Before picking which request to be served
next, the system will check if any of the individual request
is degenerated (that is, missed its deadline). The system
will remove all those requests who had missed their dead-
lines and pass them to the statistic collector. With feasible
requests in the service queues, the adopted scheduling algo-
rithm will have to choose a data object to be broadcasted
through the downlink channel. We assume here that the
broadcast is non- preemptive such that once the data object
is chosen to be broadcasted, it will not be interrupted by any
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Items Values
Total Number of Requests(N) 7,149,766
Total Number of Data Objects(K) 23,904
Maximum Data Object Size 2,891,887 Byte
Average Data Object Size 5725.84 Byte
Average Inter-arrival Time 0.012084 second
Average Bandwidth 3.615 Mbps

Table 1. A Summary on the Workload used in
our study

recent request arrivals. After the broadcast, the correspond-
ing service queue will be emptied and served requests will
be forward to the statistic collector for analysis.

6.1.2 Workload being used

In order to test our algorithm rigorously, we use real traf-
fic data from the log file of the FIFA 2002 World Cup web
site. The log we used was recorded on Day 38, which is
the date for the World Cup final. The log file is about 150
Mbyte in size and it basically contains three kinds of infor-
mation that is needed for our simulation. It includes the ar-
rival time, the data object identifier, and the size of the data
object. Table 1 shows a summary on the data we used to
test our algorithms throughout the simulation experiments.

6.2 Performance Metrics

In this study, we concern about the real-time perfor-
mance on broadcast strategies. Since each request has its
own deadline to meet, the number of requests that can finish
on time naturally becomes one of the performance indica-
tor. Beside that, if we look from the users’ point of view,
response time is the critical performance indices. Hence, in
our simulation experiments, performance are measured by
the followings:

Percentage Finished in TimePercentage Finished in
Time indicates how many requests can be served
before their deadlines expired. Hence,

Percentage Finished in Time=
n
N

where

{
n = Number of Requests Finished in Time
N = Total Number of Requests in the System

Response TimeWe define response time as the time be-
tween the time of request and the time of receiving the
data object requested.

Expected Response TimeSince the system will remove
the degenerated request from the service queues, aver-
age response time alone will then be misleading. One
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Figure 4. Service Rate vs. Percentage Fin-
ished in Time

possible scenario is that a scheduling algorithm may
provide a small average response time but in fact it has
discarded a high percentage of requests for the trade
off. Hence, we defined a way to calculate the Expected
Response Time by the following equation:

Expected Response Time=
∑M

i=1 h(i)
M

,

whereM is the total number of requests in the system
and

h(i) =
{

Deadlinei if it misses its deadline
ResponseT imei otherwise

6.3 Simulation Results

6.3.1 Effect of Different Service Rates

We will first look at the effect of different service rates.
The service rate is determined by the bandwidth of the
broadcast channel. If there is enough bandwidth, then it
does not matter which algorithm is adopted, and the data
requests can be served before their deadlines. Hence, it is
when the bandwidth is not enough, then the choice of algo-
rithm will make a difference.

In Figure 4, we varied the service rate from 64kbps to
3Mbps, and the percentage of data requests finished in time
for different algorithms is shown. We fixed the deadline for
each request at 30 seconds, cache size at 100 Kbyte with
the LRU caching strategy and 10 seconds data freshness,
that is, a data object is updated every 10 seconds, and we
assumed that all scheduling algorithms are non-preemptive.
All algorithms show the trend that when service rate is low,
the percentage of requests finished in time is low, and when
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we increase the service rate, all algorithms show an increase
in percentage of requests finished in time. Recall that we
fixed a constant deadline of 30 seconds for each request and
the broadcast algorithms are non-preemptive. Under these
assumption, the schedule by FIFO and EDF are exactly the
same. And in fact, EDF and FIFO perform the best in terms
of percentage of requests finished in time.

The MRF algorithm does not perform as well especially
when the service rate is really low (i.e., at 64kbps). In
the meantime, our proposed MRS-LOS perform reasonably
close to the EDF and FIFO algorithm at both ends and is
better than MRS.

However, the percentage of requests finished in time is
just one of the performance measures of our concern. When
we look at the average response time, a clearer picture can
be drawn. Figure 5 shows the average response time at
various service rates with different scheduling algorithms.
From Figure 5, we can observe that as we increase the ser-
vice rate from 64kbps to 3Mbps, the average response time
decreases accordingly.

For FIFO and EDF, although they perform the best in
term of percentage finished in time, they are the ones of the
worst algorithms in terms of average response time. While
MRF is known to provide good response time at the ex-
pense of some requests missing their deadlines, our pro-
posed MRS-LOS performs the best in terms of average re-
sponse time and at the same time shows only a little sac-
rifice in terms of requests missing their deadlines. Thus,
MRS-LOS is the best in terms of overall performance.

6.3.2 Effect of Different Cache Size

In the previous section, we varied the service rates and
looked into the average response time and percentage fin-
ished in time with a fixed deadline of 30 seconds. In this

 0.2

 0.25

 0.3

 0.35

 0.4

 0.45

 0.5

 0.55

 0.6

 0.65

 0.7

 0  50  100  150  200

P
er

ce
nt

ag
e 

C
om

pl
et

ed
 in

 T
im

e

Cache Size (Kbyte)

FIFO
EDF
MRF
MRS

MRS_LOS
MRS__LOS_2Level

Figure 6. Percentage Finished in Time

section, we look into the effect of different cache size at a
fixed service rate, deadline and data freshness.

From our previous observation, the algorithms are
mostly affected by a low service rate. Hence, we fixed
the service rate at 64kbps, which is a comparable to the ac-
tual transmission rate of GPRS and a reasonable rate for the
downlink channel, the deadline at 3 seconds and mean data
freshness at 10 seconds with a standard deviation of 2.0.

Figure 6 shows the percentage of requests finished in
time. We varied the cache size from no cache to 200 Kbyte
with a step increment of 10 Kbyte. At 64kbps, and with
the deadline set at 3 seconds and data freshness at 10 sec-
onds, all algorithms show a low percentage of requests fin-
ished in time. As we increase the cache size gradually from
10 Kbyte to 200 Kbyte, all algorithms show an increase in
percentage of request finished in time. We should notice
that even when we set the cache size to 200 Kbyte, MRF
is still performing badly. On the other hand, MRS’s and
MRS-LOS’s performance are better than that of FIFO and
EDF. We also exam the percentage of requests finished in
time with deadline set at 15 seconds and 30 seconds. But
it does not show any significant indications. Referring to
Figure 6, we observe that there is not much performance
gain between MRS-LOS-2Level and MRS-LOS. We also
believe that the performance will not be improved signifi-
cantly even if we seek for higher level search. Hence, we
think that MRS-LOS is a good approximate algorithm for
the optimal solution.

Since performance should be a combination of response
time and percentage of requests finished in time, we try to
merge these two factors together and come out with a good
comparison among the scheduling algorithms. Thus, we
employ a performance measure calledExpected Response
Time. Since we set the deadline for each request, if the re-
quest misses its deadline, it will be given a response time

20



 500

 1000

 1500

 2000

 2500

 3000

 0  50  100  150  200

E
xp

ec
te

d 
R

es
po

ns
e 

Ti
m

e 
(m

se
c)

Cache Size (Kbyte)

FIFO
EDF
MRF
MRS

MRS_LOS
MRS_LOS_2Level
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of its deadline. This is like when the deadline is reached,
the system will ”respond” to the user that his/her request is
removed from the system.

Figure 7 shows the expected response time for each al-
gorithm with different cache size at a service rate of 64kbps,
deadline at 3 seconds and mean data freshness at 10 seconds
with a standard deviation of 2.0 . It shows that our proposed
algorithm - MRS-LOS, out performs all other algorithms.
In particular, with a cache size of 200 Kbyte, the expected
response times in seconds for MRF, FIFO, EDF, MRS and
MRS-LOS are 21, 26, 26, 16, and 15, respectively. MRS-
LOS is 42% better than FIFO & EDF. Figure 7 shows that
our proposed algorithm - MRS-LOS-2Level performs a lit-
tle bit better than MRS-LOS.

6.3.3 Effect of Different Cache Strategy

In this section, we look into the effect of different cache
strategies at a fixed service rate, deadline and mean data
freshness.

From our previous observation, the algorithms are
mostly affected by a low service rate. Hence, we fixed the
service rate at 64kbps, the deadline at 3 seconds and mean
data freshness at 10 seconds with a standard deviation of
2.0.

Figure 8 shows the percentage of requests finished in
time. We varied the cache size from no cache to 200 Kbyte
with a step increment of 10 Kbyte. At 64kbps, with the
deadline set at 3 seconds and mean data freshness at 10 sec-
onds with a standard deviation of 2.0, all strategies show a
low percentage of requests finished in time. As we increase
the cache size gradually from 10 Kbyte to 100 Kbyte, all
strategies show an increase in percentage of request finished
in time. We should notice that when the cache size grad-
ually increase from 100K to 200K, all strategies becomes
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flat. It is due to with larger cache size, most of the cache
entry in the cache is expired. Even the data object is in
the cache, it will also be counted as a cache miss. When
cache size is between 40 Kbyte and 100 Kbyte , our pro-
posed strategy LRU-expire performs better than LRU. Since
LRU only flush out the one with least reference, the one
with least reference may still be fresh and the expired cache
entry may then be kept in the cache. LEF performs worst
all the time excepts when cache size is between 70 Kbyte
and 100 Kbyte. We also try LEF-LRU which flushes the
cache entry by LEF first, if there is no expired data objects
in the cache, it flushes the cache entry according to LRU.
However, in this case, the LEF-LRU’s performance make
no different with LEF.

Figure 9 shows the expected response time for each
strategies with different cache size at a service rate of
64kbps, deadline at 3 seconds and mean data freshness at
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Algorithm No Cache Cache
EDF 2726.695 2672.701
MRF 2613.739 2165.137
MRS 2005.561 1660.970
MRS-LOS 1972.171 1608.7618

Table 2. A Summary on the Expected Re-
sponse Time (in msec) with deadline at 3 Sec-
onds

Algorithm No Cache Cache
EDF 0.4257 0.5952
MRF 0.2286 0.4700
MRS 0.4449 0.6397
MRS-LOS 0.4475 0.6379

Table 3. A Summary on the Percentage Fin-
ished in Time

10 seconds with a standard deviation of 2. It shows that
our proposed strategies - LRU-expire performs better when
the cache size is between 50 Kbyte and 90 Kbyte. When
the cache size is gradually increased from 90 Kbyte to 200
Kbyte, all strategies becomes stable. As we mentioned be-
fore, it is due to most of the cache entry in the cache is
expired.

7 Summary & Future Work

In this paper, we presented a performance study on var-
ious broadcast algorithms and caching strategies for on-
time delivery of data in a Real-Time Information Dispatch
System. The objective of the study is not just aiming
at on-time delivery, but to improve the response time on
the data requests and percentage of requests completed in
time. We have performed a series of simulation experi-
ments, using real traffic data from the access log of the
official web site for FIFA 2002 World Cup. Table 2 & 3
gave a summary of the results for our simulation experi-
ments. Simulation results show that our proposed broadcast
algorithm not only succeeds in providing good on-time de-
livery of data but at the same time provides 2 to 3 times
of improvement in response time over traditional schedul-
ing algorithms like First-In-First-Out (FIFO), and Earliest-
Deadline-First (EDF). We also found out that with limited
service rate and when the deadline is tight, our proposed
MRS-LOS performs the best among the algorithms we have
investigated. Simulation results also show that our proposed
caching strategy LRU-expire improves the percentage of re-
quests completed in time and also provides improvement in
expected response time over Least-Recently-Used (LRU).

As for future work, we will take a closer look on data
freshness, transaction deadlines, and cache size on the client

side. We will also look at sets of related data objects in-
volved in a transaction rather than independent data objects.
We are also interested in a mix of real-time data and non
real-time data in the database, and the use of multiple ver-
sions of the data to trade off between accuracy and trans-
actions meeting their deadlines. All these could be affected
by different broadcast algorithms.
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Abstract

Mobile location estimation is a crucial technology for
ubiquitous computing. A directional propagation model
- the Ellipse Propagation Model (EPM) is proposed by
our research group for locating a mobile station (MS)
within a radio cellular network with an accuracy that
can enable a number of location based services to re-
alize ubiquitous computing. EPM assumes the contour
line of signal strength resembles an ellipse with the base
station situates at one of the focus. By using a Geomet-
ric Algorithm, the location of the mobile station can be
estimated. However, since one parameter in our Geo-
metric Algorithm is fixed, errors may be induced as the
surrounding environment changes. In view of this, we
would like to propose a new algorithm - the Iterative Al-
gorithm to estimate the location of mobile station based
on EPM. With the technical support of two local mobile
phone operators, we have conducted a series of exper-
iments using real data and experiment results showed
that the proposed Iterative Algorithm outperforms the
Geometric Algorithm by a good margin of 18% in terms
of average error.

1 Introduction

Recently, mobile location estimation is receiving
considerable attention in the field of wireless commu-
nications. Many positioning technologies have been
developed. The most famous location system is The
Global Positioning System (GPS) is one of the location
systems that is mature enough and commercially avail-
able [1, 2]. Other proposed location estimation meth-
ods include Time-Of-Arrival (TOA), Time Difference
Of Arrival (TDOA), Enhanced Observed Time Differ-
ence (E-OTD) and Angle-Of-Arrival (AOA) [3]. These
positioning technologies are based on timing informa-

tion or angular information. Time based methods, such
as, TOA, TDOA and E-OTD, calculate the distance
between the Mobile Station (MS) and the Base Station
(BS) by measuring the propagation time of the signal
and multiply it by the speed of light. By using trilat-
eration, the position of the MS can be estimated. On
the other hand, angular approaches, like AOA, mea-
sure the angle between the MS and the BS and then
estimated the location of the MS by using triangula-
tion. Although these positioning technologies are sim-
ple, these approaches are only applicable to CDMA
system since it can provide the timing or angular in-
formation. However, quite a number of countries have
adopted the GSM network instead of the CDMA net-
work. And the GSM network can only provide the loss
of signal strength due to signal attenuation [4].

Since the loss of signal strength is the common at-
tribute of all radio cellular network, thus location esti-
mation algorithms proposed here are applicable to all
radio cellular network for ubiquitous computing.

Our group has also proposed several location estima-
tion approaches based on the received signal strength
(RSS) [5, 6, 7]. However, these methods have not in-
cluded the directional properties of the antenna. From
our observations, we found that the BSs have direc-
tional properties. That is, BSs always transmit signal
in a direction. In view of that, our research group
has proposed an Ellipse Propagation Model (EPM)
in [8]. EPM is derived from the original propagation
model [3]. We observed that the antenna transmits the
signal in a direction. Thus, the contour line of signal
strength should not be a circle. We therefore modify
the original propagation model by considering the con-
tour line of signal strength as an ellipse with the BS
sitting at one of the focuses. Since the RSS is the only
attribute we have, therefore EPM focuses on the rela-
tionship between the MS-BS distance and the RSS. We
also proposed a Geometric Algorithm to estimate the
location of the MS based on EPM. Experiment results
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have proven that EPM using the Geometric Algorithm
is very encouraging. However, one of the parameters
in the Geometric Algorithm is fixed. This may cause
some defects in the accuracy since the parameters may
vary in different environment. Moreover, the Geomet-
ric Algorithm does not have self-modification property,
namely, the estimation of the Geometric Algorithm is
unstable. In view of this, we would like to propose
a new approach to estimate the location of the MS
with EPM - the Iterative Algorithm. The Iterative Al-
gorithm has self-modification property. It chooses a
convergence value as the estimation. And our experi-
ment results have proven that the Iterative Algorithm
is superior to the Geometric Algorithm with a trade off
between accuracy and computational cost.

This paper is divided into five sections. In the fol-
lowing section, we will depict some location estimation
algorithms proposed by our group. In section 3, the
Iterative Algorithm will be presented. Afterwards, we
will discuss the simulation results of the Iterative Al-
gorithm using real data. And at last, the conclusion
and future work for our research will be presented.

2 Related Works

Previously, our group has proposed two algorithms
for location estimation, namely, the Center of Gravity
(CG) algorithm and the Circular Trilateraion (CT) al-
gorithm [5, 7]. Both CG and CT are making use of
the RSS for estimating the position of the MS. They
assumed the relationship between the MS-BS distance
(d) and the RSS (s) is s ∝ d−2 based on the inverse
square law [9]. However, due to the interference and
distortion by buildings, the relationship is remodelled
into s ∝ d−α, where α is a variable being related to the
environment.

We have also proposed an Ellipse Propagation
Model (EPM) and a Geometric Algorithm to provide
the location of the MS in [8]. The Ellipse Propaga-
tion Model (EPM) considers the antenna directional
transmission property and assumes the contour line of
the signal strength for one antenna as an ellipse which
the base station is on one of the focuses. While the
Geometric Algorithm is a simple and useful method
to provide the location of the MS; it is derived from
the CT algorithm and to reduce the defects of the CT
algorithm.

2.1 Center of Gravity (CG)

The CG approach defines the location estimation
formula as,





x = x1s−α
1 +x2s−α

2 +x3s−α
3 +...+xns−α

n

s−α
1 +s−α

2 +s−α
3 +...+s−α

n

y = y1s−α
1 +y2s−α

2 +y3s−α
3 +...+yns−α

n

s−α
1 +s−α

2 +s−α
3 +...+s−α

n

(2.1)

where (x, y) is the estimated location of the MS.
(x1, y1), (x2, y2), ..., (xn, yn) are the locations of n re-
ceiving BSs. s1, s2, ..., sn are the corresponding RSS
from each BS [5].

Although the CG approach has proven its outstand-
ing performance in metropolitan area, it can only esti-
mate a mobile device inside the convex hull of the BSs
involved.

2.2 Circular Trilateration (CT)

The basic idea of the CT approach is to construct 3
circles with the RSS for 3 different BSs. By knowing
the location of the three BSs and the mapping between
RSS and MS-BS distance, the intersection of these 3
circles is the estimated location of the MS. Similar to
CG, CT models the relationship between the MS-BS
distance (d) and the RSS (s) as d ∝ (N + s)−α, where
N is the normalization constant. By making use of this
relationship, we can constructed 3 circles as follows,





(x− x1)
2 + (y − y1)

2 = ( k
s1α )2

(x− x2)
2 + (y − y2)

2 = ( k
s2α )2

(x− x3)
2 + (y − y3)

2 = ( k
s3α )2

(2.2)

where, s1, s2 and s3 are the RSSs from 3 receiving
BSs with their geographic locations as (x1, y1), (x2, y2)
and (x3, y3) respectively and k be a common scaling
factor. The location of the MS is then estimated as
the intersection point of these 3 circles [7].

Although CT does not have the convex hull prob-
lem, it does not always provide an estimation. This is
because intersection may not always appear due to sig-
nal fading. Moreover, the CG and the CT approaches
do not take the transmission direction of the BS into
account, which is not realistic. Thus, we have designed
a new approach, the EPM which is an improvement of
the CT algorithm.

2.3 The Ellipse Propagation Model

From our observations, we found that the BSs have
directional transmission property. The antenna trans-
mits the signal in some directions. That is, the an-
tenna transmits the largest power in one direction,
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Figure 1. The directional antenna

while transmits small or none power in other direc-
tions. We can plot the contour line of signal strength
around an antenna as Figure 1. As shown in the Fig-
ure 1, the contour line of the signal strength for the
directional antenna is not a circle, which violates the
assumption of the original propagation model in free
space.

We assume the contour line of the signal strength
as an ellipse instead of a circle based on our studies.
The EPM adopts a different relationship between the
MS-BS distance and the RSS. We can use the following
mathematical formula to depict the EPM.

d = k(s0/s)1/α(1− e)/(1− e cos(θ)) (2.3)

where

d is the distance between MS and BS;
k is the proportion constant;
s0 is the transmitting power of the BS;
s is the signal power received;
e is the eccentricity value of the ellipse, it

describes the figure of the signal strength contour line;
θ is the deviation between the ellipse principal

axis and the line of MS and BS;
α is called the path loss exponent.

We call this relationship as the Ellipse Propaga-
tion Model (EPM), where the contour line of the sig-
nal strength is an ellipse [8]. The Ellipse Propagation
Model (EPM) can be illustrated in Figure 2.

The EPM has four parameters: k, α , e and θ. We
consider the parameters of k and α as the region pa-
rameters, and the parameter e is used to describe the
figure of the ellipse, while the deviation θ is parameter
for each MS. We can use the field test data to find out
the values of these parameters, then translate the sig-
nal strength into two points distance. That is the main
idea of the EPM.

Figure 2. The Ellipse Propagation Model(EPM)

2.4 The Geometric Algorithm under EPM

The Geometric Algorithm is used to provide the es-
timation of the location of the MS. We choose the value
of deviation between the ellipse principal axis and the
line of the BS and the center (or the weighted center) of
the BSs locations as the estimation of θ. So the EPM
exactly has three parameters: k, α and e.

Suppose a MS receives RSS, s1, s2, s3 from three
BSs with locations, (x1, y1), (x2, y2), (x3, y3) respec-
tively. In addition, the distances between the MS and
the BSs are denoted by d(s1), d(s2), d(s3), sometimes,
and they are simply denoted by d1,d2 and d3. Thus, by
the formula of the two points distance in the 2-D Eu-
clidian space, we can form three circles formulas which
are shown as follows,





(x− x1)2 + (y − y1)2 = d2
1

(x− x2)2 + (y − y2)2 = d2
2

(x− x3)2 + (y − y3)2 = d2
3

(2.4)

Basically, the geometric interpretation of this equa-
tion group means three circles in 2-D space, and the
solution is the intersection point of these circles. How-
ever, if an intersection point does not exist, we may
not be able to provide an estimation for the MS. In
order to solve this problem, the Geometric Algorithm
can not solve this equation group directly. Instead,
the Geometric Algorithm derives another three equa-
tion group from the equation group (2.4). As each new
equation group can provide a solution, thus, we will
have three solutions. The estimation of the MS will
then be the center of these three solutions [8].
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The estimation of the Geometric Algorithm is:

x = (2m(y3 − y1)− 2n(y2 − y1))/|A|
y = (−2m(x3 − x1) + 2n(x2 − x1))/|A| (2.5)

where

|A| = 4[(x2 − x1)(y3 − y1)− (x3 − x1)(y2 − y1)];
m = [d2

1 − (x2
1 + y2

1)]− [d2
2 − (x2

2 + y2
2)];

n = [d2
1 − (x2

1 + y2
1)]− [d2

3 − (x2
3 + y2

3)];
(x1, y1),(x2, y2) ,(x3, y3) are the BSs locations.

3 The Iterative Algorithm under EPM

In our previous research, we have proposed a EPM
and a Geometric Algorithm to provide the location of
the MS [8]. We based on these results to further de-
velop an Iterative Algorithm under EPM. The basic
idea of the Iterative Algorithm is to improve the Geo-
metric Algorithm to provide a more accurate and more
stable estimation.

The Geometric Algorithm based on EPM can al-
ways provide an estimation whenever the MS receives
three or more antenna signals. However, the devia-
tion between the major transmitting direction and the
line of MS-BS, θ, in the Geometric Algorithm is fixed
and is dependent on the location of the MS. Hence,
we present a self-modification method illumined by the
Iterative Algorithm to provide the location of the MS
and the value of deviation θ. We name this method as
the Iterative Algorithm. Since the θ in Geometric Al-
gorithm is an approximate value only, some error may
be induced in the estimation. Thus, the Iterative Algo-
rithm should have better accuracy than the Geometric
Algorithm by eliminating these errors.

The EPM with the Iterative Algorithm has four pa-
rameters: k, α, e and θ. k and α are the region param-
eters, and e is the parameter to describe the shape of
the contour lines. They all can be provided by training
with the field test data. Thus, parameter θ and the
location of the MS can be calculated with the Iterative
Algorithm. In the Iterative Algorithm, we do not use a
constant value to estimate θ, but update the estimation
of θ for each iteration. Since the value of θ depends on
the location of the MS, the estimation of the location
of the MS can be used to calculate the value of θ.

We choose an initial value to calculate the value of θ.
Then, the distance between MS and BS is derived, and
a solution is calculated by the Geometric Algorithm.
This solution is a new location of the MS. For each
iterative computing, we update the values of θ and the
location of the MS. If the series of the locations of the
MS have a convergence value, we choose the stabilized
convergence value as the estimation of the location of
the MS.

3.1 Structure of the Iterative Algorithm

Let (x, y) be the coordinates of the location of the
MS, and x, y are two independent random variables.
We consider the estimation of the location of the MS as
a conditional expectation of the RSS and the locations
of BSs, denoted by,

(x′, y′)T = E((x, y)T |x0, y0; s; l) (3.1)

where x0 and y0 are the location of the MS we want to
find; s is the information of RSS, and l is the location
information of BSs; x′ and y′ are the estimation of the
location of the MS, and they are random variables too.

By rewriting the exact location of the MS with x
and y as two parts, we have,

{
x = f(x0, y0; s; l) + ε
y = g(x0, y0; s; l) + η

(3.2)

where f(x0, y0; s, l) and g(x0, y0; s, l) are the certain
terms; x0 and y0 are the estimations of x and y; ε and
η are random variables; f and g are some functions
structures, which have first order and second order
derivatives. Furthermore, we assume that E(ε) = 0,
E(η) = 0, var(ε) = σ2

ε , var(η) = σ2
η, cov(ε, η) = 0

, x0 and y0 are unbiased estimations of x and y.
Thus,E(x− x0) = 0 ,E(y − y0) = 0.

We choose the certain terms as the estimation of the
location of the MS.

{
x0 = f(x0, y0; s; l)
y0 = g(x0, y0; s; l)

(3.3)

Since x0 and y0 appear in both sides, the iterative
method can be considered to provide the solution. We
call the equation group (3.3) as the structure of the
Iterative Algorithm.

Therefore, by picking an initial value, for example,
the estimation from the CG algorithm (xCG, yCG), we
can provide the estimation of the MS if the iterative
formulas are convergent.

3.2 Using Geometric Algorithm with the Iterative
Algorithm

Suppose the MS, with location (x, y), received RSS,
s1, s2, s3 from three BSs at locations, l1(α1, β1),
l2(α2, β2), l3(α3, β3) and the output powers, o1, o2, o3

respectively. In addition, the distances between the MS
and the BSs are denoted by d1, d2, d3.

We depict the Iterative Algorithm by using the Ge-
ometric Algorithm structure based on EPM. We can
get the following formulas in [8]

{
x = (2m(β3 − β1)− 2n(β2 − β1))/|A|
y = (−2m(α3 − α1) + 2n(α2 − α1))/|A| (3.4)
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Then we define the deviation θl as

θl =





5π
2 − bearl − arccos( x−αl√

(x−αl)2+(y−βl)2
) if y > βl

π
2 − bearl + arccos( x−αl√

(x−αl)2+(y−βl)2
) if y ≤ βl

where θl is the deviation which contains the bearing
information; bearl is the bearing information; (x, y) is
the MS location; (αl, βl) is the BS location.

So the iterative formulas become,

xn+1 = 2[(β3 − β2)(d2
1(n)− (α2

1 + β2
1))

+(β1 − β3)((d2
2(n))− (α2

2 + β2
2))

+β2 − β1)(d2
3(n)− (α2

3 + β2
3))]/|A|

yn+1 = 2[(α2 − α3)(d2
1(n)− (α2

1 + β2
1))

+(α3 − α1)((d2
2(n))− (α2

2 + β2
2))

+(α1 − α2)(d2
3(n)− (α2

3 + β2
3))]/|A|

Thus,
{

xn+1 = f(xn, yn; s1, s2, s3; l1, l2, l3)
yn+1 = g(xn, yn; s1, s2, s3; l1, l2, l3)

(3.5)

Eq.(3.5) is called the iterative formulas. Given an
initial value, we can derive a series of (xn, yn) from the
iterative formulas. If (xn, yn) converges to one point
(x̂, ŷ), then (x̂, ŷ) is considered to be the location esti-
mation of the MS.

3.3 Convergence of the Iterative algorithm

We define two distance functions for our discussion:
one is a distance based on EPM, the other is a common
distance in a 2-D Euclidean space, denoted by,

d(x, y, αl, βl, pepm, s0, s) = k(s0/s)1/α(1−e)
1−e·cos(θ(x,y,αl,βl,bearl))

de(x, y, αl, βl) =
√

(x− αl)2 + (y − βl)2
where d(x, y, αl, βl, pepm, s0, s) and de(x, y, αl, βl)

are two distance functions, and pepm = (k, α, e, θ).
To simplify our discussion, we fix one variable when

the other changes, for example, we fix y for x, then we
denote them as d(x) and de(x). We assume the esti-
mated distance between the MS and the ith BS using
EPM is di(x, y). If these three circles intersect at one
point, then d(x, y) = de(x, y). Otherwise, we assume
d(x, y) ≤ de(x, y).

Theorem 3.1 If (α1, β1), (α2, β2), (α3, β3) are not
in the same line, and suppose that | d2

i (x,y)

de2
i (x,y)

· (y−βi)
dei(x,y) ·

ei sin(θi)
1−ei cos(θi)

| ≤ 1, |αi − αj | ≥ 4, if |αi − αj | 6= 0;
|βi − βj | ≥ 4, if |βi − βj | 6= 0; where i 6= j and
i, j = 1, 2, 3. Then {xn} and {yn} converge.

Proof: For our convenience discussion. We assume
that α1 ≤ α3 ≤ α2 and β2 ≤ β1 ≤ β3. If α1 = α3, we
add the condition, β1−β2

β3−β2
≤ 1

2 .

Set

A =
(

2(α2 − α1), 2(β2 − β1)
2(α3 − α1), 2(β3 − β1)

)

b =
(

(d2
1 − (α2

1 + β2
1))− (d2

2 − (α2
2 + β2

2))
(d2

1 − (α2
1 + β2

1))− (d2
3 − (α2

3 + β2
3))

)

We rewrite the equation as the matrix formula,
AX = b, where X = (x, y)T .

Since (α1, β1),(α2, β2) ,(α3, β3) are not in the same
straight line, so det(A) 6= 0. And the solution is
X = A−1b. Then we rewrite it as an iterative formula,
Xn+1 = A−1b(Xn).

Based on the definition of EPM,
k(oi/si)1/α 1−ei

1+ei
≤ di(n) ≤ k(oi/si)1/α, i = 1, 2, 3.

So both {xn} and {yn} have bounds.
We fix y when xn changes, and fix x when yn changes

for our convenience discussion. In this paper, the con-
vergence of {xn} will be discussed in detail while {yn}
is a similar case.

Define
f(x) = (β3−β2)d2

1(x)+(β1−β3)d2
2(x)+(β2−β1)d2

3(x)
and f(x) is a continuous function, then we obtain:

(xn+1 − xn)det(A)/2 = f(xn)− f(xn−1).
By the Lagrange Theory [10], f(x) has first

derivative, we have: f(xn) − f(xn−1) = f
′
(x)(xn −

xn−1), where x is between xn and xn−1.

f
′
(x)
2 = [ (β3−β2)·d2

1(x)·(y−β1)·e1 sin(θ1)

de3
1(x)·(1−e1 cos(θ1))

+ (β1−β3)·d2
2(x)·(y−β2)·e2 sin(θ2)

de3
2(x)·(1−e2 cos(θ2))

+ (β2−β1)·d2
3(x)·(y−β3)·e3 sin(θ3)

de3
3(x)·(1−e3 cos(θ3))

]

Set K = 2f
′
(x)/det(A), and

det(A) = (α2−α1)(β3−β1)−(α3−α1)(β2−β1).
If α3 − α1 6= 0 then α3 − α1 ≥ 4.
By the theory condition,

|K| < 2
(α2−α1)

+ 2
α3−α1

≤ 4
α3−α1

≤ 1
If α3 − α1 = 0,

|K| < 2

(α2−α1)−(α2−α1)
β1−β2
β3−β2

≤ 4
α2−α1

≤ 1

That is , |K| < 1, and
(xn+1 − xn) = K(xn − xn−1).

So {xn} converges. Similarly, {yn} converges too.
Q.E.D.

4 Simulation Results

With the technical support of two mobile operators
in Hong Kong, we have conducted an intensive field
test in many regions in Hong Kong in order to validate
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our model. We have divided the data into two parts:
30% of the data for training the models, and 70% of
the data for estimating the location of the MS. We
choose the distance between the exact location and the
estimation location as the error criteria to describe the
estimation accuracy.

With divided our experiment in two phases: the first
phase is to train the model using 30% of the field test
data, and the second phase is to estimate the location
of the MS with the rest of the 70% of the field test
data. With the effect of signal attenuation, our method
sometimes provides an unreasonable solution. Hence,
we use an anchor point to select the estimation of the
location of the MS. If our estimation is not within a
radius of 1000 meter with respect to the anchor point,
we discard our solution and consider the our method
fail to provide the estimation of the location of the MS.
We choose the exact location of the MS as the anchor
point in our model training phase. And we choose a
weighted center of the locations of the BSs which we
received signal from as the anchor point for estimating
the location of the MS. So the missing ratio of our
method includes two cases: One case is the number of
BSs we received signal from is less than three, which
does not meet our model assumption; the other case is
the solution provided by our method is not within the
predefined area in radius.

The data we collected from the field test are first
used to provide the EPM parameters. These parame-
ters are then put into a Lookup Table which will be
used during the testing process. In the testing phase,
we apply the Geometric Algorithm and the Iterative
Algorithm to compute the field test data, then calcu-
late their errors for the MS estimation. Lastly, we com-
pared the results of the Iterative Algorithm with the
results of CG, CT and Geometric Algorithm.

4.1 Estimating the EPM parameters

We choose 30% of the field test data to find out the
parameters of EPM. For saving the computation cost,
we divide all types of BSs into three groups for each
region, which are denoted by Macro, Micro and others.
Since the environment condition is similar within the
same region, we assume the value of path loss exponent,
α, and the proportion value k are the same throughout
a region. Thus, there will be five parameters need to be
trained in each region, e1, e2, e3, k and α, where e1, e2

and e3 are the EPM parameters for Macro, Micro and
others respectively within one region. We set the step
of the eccentricity, e1, e2 and e3 as 0.1, and the step
of path loss exponent, α, is 0.1 , while the step of the
proportion value k is 0.05 for saving the computational

cost. As α is expected to be within a range as suggested
by [3], therefore, we choose α to vary within a range of
3 and 10 in order to meet the situation of Hong Kong
and the proportion value is between 0.5 and 1.5. While
the eccentricity of an ellipse has its natural limitation,
it can vary within a range of 0 and 1 only. We provide
the values of these parameters for each region. The
results are shown in the Lookup Table : Table 1.

4.2 Results of the Iterative Algorithm

After obtaining the Lookup Table , Geometric Al-
gorithm and Iterative Algorithm are used to estimate
the location of the MS.

The Iterative Algorithm is used to estimate the
location of the MS. Results are shown in Table 2.
From Table 2, the estimation results using the Iter-
ative Algorithm have good performance in many re-
gions, such as Central, CheungShaWan, KwunTong,
Mongkok, PE-MK, PrinceEdward, ShamShuiPo and
SheungWan, where the averages of the estimating er-
rors are below 125 meters. And in some regions,
the 67% point values are below 125 meters, such as
Mongkok and ShamShuiPo. In general, the improve-
ment of the Iterative Algorithm over the Geometric
Algorithm is inspiring.

There exist some regions where both the Geomet-
ric Algorithm and the Iterative Algorithm are not per-
forming well, such as HungHum and LaiKing. We be-
lieve that these regions have special terrains and net-
work layouts which may not fit the EPM directly. For
example, in HungHum, we found that the MS always
received signals from other regions. Moreover, some ar-
eas, like LaiKing, have very serious signal fading prob-
lem on the grounds that these regions are in front of
the hills. In addition, we noticed that the RRS in these
regions did not follow the rule of path loss well. There-
fore, Some modifications may be required to readjust
the EPM in order to handle these special regions.

4.3 Compare among the CG, CT and Geometric
Algorithm

In this experiment, we compare our results with the
results of the CG , CT and Geometric Algorithm. We
present the mean, the standard deviation of the es-
timating errors and the success ratio of computing to
describe the quality of the estimations. And the results
are shown in Table 3.

The CG algorithm has the best success ratio for pro-
viding the estimation of the location of the MS, but its
estimation has the worst performance within these al-
gorithms. Since the CG estimation is just a weighted
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Region e1 e2 e3 k α Region e1 e2 e3 k α
Aberdeen 0.4 0 0 1.5 7.3 ShamShuiPo 0.4 0.6 0 0.55 8.4
CauseWayBay 0.4 0.9 0 1.45 4.5 ShaTin 0.7 0.7 0 1.45 6.1
Central 0 0.2 0 1.45 7.2 ShekKipMeiPark 0.6 0 0 1.5 6.6
CheungShaWan 0.1 0 0 1.25 8.4 SheungShui 0 0 0 1.5 8.1
FoTan 0.9 0 0 1.5 6.4 SheungWan 0.4 0.9 0 1.45 8.4
HappyValley 0.6 0 0 1.5 8.1 TaiKooShing 0.9 0 0 0.55 4.9
HungHom 0 0 0.1 1.45 7.5 TaiWai 0.3 0.4 0 0.55 5.6
KowloonBay 0.4 0.2 0.9 0.55 6.4 TaiWoHau 0.2 0 0 0.65 5.3
KowloonCity 0.6 0.3 0.5 1.5 6.7 TinShuiWai 0.7 0 0 0.55 5.6
KowloonTong 0 0 0 1.5 7.8 TsingYi 0.1 0.1 0 1.5 7.7
KwaiFong 0.9 0 0 0.55 6.1 TsuenWan 0.9 0.5 0 0.55 8.4
KwunTong 0.9 0 0 1.4 7.5 TszWanShan 0.4 0 0 1.45 7.6
LaiChiKok 0 0.9 0 0.55 6.9 TuenMun 0.3 0 0 1.5 7.3
LaiKing 0.7 0.9 0.7 0.55 5.7 WanChai 0.2 0 0 1.5 7.4
MaOnShan 0.8 0 0 0.55 8.4 WongTaiSin 0.9 0 0 1.5 7.7
Mongkok 0.6 0 0 1.5 6.7 YauTong 0 0 0 1.5 7.1
PE-MK 0.6 0.9 0 1.5 7.8 YauYatChuen 0.3 0 0 1.5 7.5
PrinceEdward 0.9 0.9 0.3 0.55 8.4 YuenLong 0.9 0 0.9 1.5 5.9

Table 1. The Lookup Table

Region Ave. Imp. Std. 67% 90% Region Ave. Imp. Std. 67% 90%
Aberdeen 228.85 5.26% 135.40 226.30 483.61 ShamShuiPo 103.36 6.79% 55.17 119.61 193.02
CauseWayBay 258.62 28.42% 189.56 323.19 619.47 ShaTin 351.58 5.72% 172.12 401.61 577.97
Central 109.64 4.96% 64.37 143.96 201.92 ShekKipMeiPark 314.36 3.80% 170.07 379.47 570.76
CheungShaWan 120.47 12.45% 66.34 158.94 211.89 SheungShui 507.99 -9.37% 333.80 798.05 1007.03
FoTan 280.15 8.16% 134.60 356.50 460.99 SheungWan 116.10 7.25% 58.98 144.56 190.77
HappyValley 343.89 9.86% 222.31 430.83 714.78 TaiKooShing 250.84 36.26% 153.91 295.97 440.13
HungHom 934.48 -0.27% 528.76 1414.11 1838.55 TaiWai 226.03 3.20% 90.86 269.04 319.49
KowloonBay 199.82 14.3% 108.01 227.17 343.94 TaiWoHau 277.40 -6.97% 144.96 356.22 508.62
KowloonCity 223.78 10.06% 129.99 264.94 550.48 TinShuiWai 384.60 -0.29% 197.60 513.49 779.81
KowloonTong 255.83 13.45% 153.84 209.41 499.45 TsingYi 554.74 -13.17% 262.30 674.04 931.13
KwaiFong 182.95 3.21% 94.83 224.52 318.17 TsuenWan 143.42 8.78% 60.28 138.80 236.72
KwunTong 115.05 8.78% 58.84 126.32 202.43 TszWanShan 232.29 11.86% 135.04 274.57 448.45
LaiChiKok 325.22 2.34% 175.28 214.62 617.10 TuenMun 319.73 5.05% 153.89 421.09 516.47
LaiKing 682.62 14.58% 249.34 996.45 1181.29 WanChai 166.92 16.64% 112.18 182.60 334.99
MaOnShan 353.11 7.27% 116.73 410.16 500.64 WongTaiSin 306.57 -20.35% 147.16 377.40 515.72
Mongkok 88.36 3.49% 50.04 111.08 150.08 YauTong 387.53 5.18% 321.40 484.65 1030.33
PE-MK 110.08 4.68% 62.25 134.99 202.64 YauYatChuen 227.77 1.8% 113.69 278.87 389.61
PrinceEdward 118.29 14.51% 69.91 138.67 214.91 YuenLong 267.59 18.29% 285.83 229.26 976.63

Table 2. Result with Iterative Algorithm and improvement over the Geometric Algorithm (Unit: meter)

Model Average Error Improvement % Std. sample number success ratio %
CG 495.76 27.08% 787.05 116354 96.93%
CT 470.99 23.24% 986.06 116354 76.28%
Geometric Algorithm 441.09 18.04% 721.12 116354 84.08 %
Iterative Algorithm 361.52 0% 541.87 116354 79.13%

Table 3. Compare among the CG, CT, Geometric and Iterative Algorithm and improvement(Unit: meter)

mean of the locations of the BSs which we received the
signal from, its recommendation is always within the
convex hull formed by these BSs locations, regardless
whether the exact location of the MS is inside or out-
side the convex hull!

The CT algorithm has been proposed to solve the
convex hull problem by trilateration. The CT estima-
tion has better performance than the CG estimation
does, but the CT algorithm discards some snapshots

information for the cost. The CT algorithm has the
least success ratio within these algorithms. Since the
CT algorithm uses three base stations information to
provide the location of the MS, it can not always pro-
vide a solution.

The Geometric Algorithm has derived from the CT
algorithm. The Geometric Algorithm yet again im-
proves the CT algorithm, since it can always provide a
solution for the estimation of the location to the MS.
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The results of the Geometric Algorithm has better per-
formance than the CT and CG algorithms based on the
average and the standard deviation of the estimation of
errors. The success ratio of the Geometric Algorithm
is better than that of the CT algorithm.

The Iterative Algorithm has improved the Geomet-
ric Algorithm. Since the Geometric Algorithm fixes a
parameter of EPM to provide the location of the MS,
it reduces the accuracy of estimation of the Geometric
Algorithm. Since the Iterative Algorithm needs more
extra conditions to guarantee to provide a convergence
solution for the estimation, the success ratio of the It-
erative Algorithm is some what lower than that of the
Geometric Algorithm. But the Iterative Algorithm has
the best performance in terms of the average and stan-
dard deviation of the estimating errors among these
algorithms. Hence, the Iterative Algorithm is the best
among these algorithms. However, the Iterative Algo-
rithm needs more computational cost to provide a bet-
ter estimation of the MS, and this is the trade between
computation cost and accuracy. As a whole, the Itera-
tive Algorithm provides an 18% (441.09−361.52

441.09 × 100%)
of improvement in terms of average error over the Ge-
ometric Algorithm on locating the MS within a radio
cellular network.

5 Conclusions and Future work

In this paper, we present an iterative method to es-
timate the location of a MS under EPM. The Itera-
tive Algorithm is an improvement over the Geomet-
ric Algorithm. From our simulation results, we have
shown that the Iterative Algorithm has better accuracy
than the Geometric Algorithm. Furthermore, we have
proven that the Iterative Algorithm is superior to the
existing algorithms. However, the Iterative Algorithm
requires more computational cost for the implementa-
tion.

During this research, we found that signals do fluc-
tuate at the same place. Signal attenuation can be
affected by conditions, such as weather and car move-
ment. The fluctuating signals will induce more errors
in our estimation. As for our future work, we follow
two threads to go forward our research. We will try
to find out a filtering method to reduce the effect of
signal fluctuation. Moreover, we will extend EPM to
provide a more accuracy estimation. EPM is just a
simple relationship between the RSS and the MS-BS
distance. But it is a crude relationship for the RSS
and the distance between MS and BS. And we use the
same path loss exponent, α, and proportion value k in
one region for saving computational cost, which may
increase more error of the estimation. On the other

hand, since EPM is a 2-D model only, we should extend
it into a 3-D model to meet the real situation for lo-
cating the MS and to facilitate location based services.
So to provide a filter method to reduce the effect of the
signal fluctuation and to extend our EPM into a 3-D
model for providing a 3-D location estimation are our
future research work.
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Abstract

In this paper, a fragile watermarking scheme is presented
to detect the illegal tampering of 3D triangle mesh blindly.
We have proposed a fragile watermarking algorithm for 3D
mesh before, which embeds a sequence of data bits into
the mesh for authentication purpose. The proposed water-
marking algorithm can be generalized to a scheme that en-
ables the tampering detection of 3D mesh by verifying its
integrity. To address the verification of the mesh integrity,
the problem of mesh traversal, as well as the vulnerability,
robustness and reversibility of the embedded watermark is
discussed. The optimal mesh traversal strategy is proposed
to maximize the capacity of the mesh and thus most suit-
able for the tampering detection. The implementation of
the presented scheme has demonstrated that unauthorized
modifications on mesh models can be efficiently detected.

1 Introduction

With the wide use of 3D models, the polygonal meshes
in particular, it has become a real need to verify the in-
tegrity of 3D models, especially in the web environment.
Traditional encryption algorithms can be used to restrict
the access to the encrypted data, however, it cannot pro-
vide further protection if the encrypted data is decrypted. In
other words, traditional encryption algorithms are indepen-
dent from the content of the protected data. As an effective
measurement, digital watermarking has been proposed for
multimedia works (e.g. digital images, 3D models, audio
and video streams) to give rise to some desired properties.

In general, digital watermarking can be classified into
robust watermarking and fragile one. In fragile watermark-
ing, the embedded watermark is vulnerable to a variety of
operations imposed on the watermarked object so that it will
change or disappear if the watermarked object is processed.
By comparing the extracted watermark with the original
one, fragile watermarking can be used for tampering detec-
tion and integrity verification of the watermarked object.

Only a few watermarking algorithms have been proposed

to embed the fragile watermarks into 3D polygonal meshes
for authentication purpose. In [2], the first fragile water-
marking of 3D objects is addressed by Yeo and Yeung, as
a 3D version of the approach proposed for 2D image wa-
termarking. However, the distortion introduced by the en-
coding process of their proposed algorithm has not been nu-
merically discussed in their paper. It seems that the water-
marking strength in their proposed algorithm is not easy to
adjust. The adjustable watermarking strength is preferred to
satisfy different precisions of the 3D data, since relatively
large error would make watermarking process meaningless.
The mesh traversal in their method is according to the se-
quence of the vertices due to the causality problem.

In our proposed method, a new geometrical configura-
tion is constructed to generate a host signal invariant to
translation, rotation and uniformly scaling and embed the
watermark by modulating the generated signal so that the
embedded watermark is invariant to these transforms but
sensitive to other geometrical or topological processing [5]-
[6]. Our method is similar to one of the algorithms called
Vertex Flood Algorithm proposed in [3], which can also
be used for model authentication with certain tolerances,
e.g. truncation of mantissas of vertex coordinates. Basi-
cally, their algorithm modifies the vertices so that their dis-
tances to the center of mass of a designated start triangle
encode the watermark bits. In contrast, our method mod-
ulates the distances from the mesh faces to the mesh cen-
troid using dither modulation technique [1]. Compared to
the Vertex Flood Algorithm, the embedded watermark us-
ing our method is more sensitive to modifications on the
watermarked model, while the integrity of the watermarked
mesh can be verified.

It should be noted that a fragile watermarking scheme
for 3D triangle meshes is presented by Cayre et al. in
[4] to embed a watermark with robustness against transla-
tion, rotation and scaling transforms. Their main goal to
present a new steganographic system designed for 3D trian-
gle meshes and its performance in term of capacity, com-
plexity, visibility and security is discussed. In case that the
originality of the mesh model need to be verified, trans-
lation, rotation and scaling transforms should also be de-
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tected. To meet the requirement in this scenario, one ex-
tension of our proposed scheme can detect and distinguish
those transforms from other processing with a reference po-
sition. Another extension of our proposed scheme is to
make the encoding process reversible, i.e. the original mesh
can be recovered from the watermarked mesh with some
priori knowledge.

The rest of the paper is organized as follows. In Section
2, a new fragile watermarking scheme for 3D mesh is pro-
posed in detail, including the encoding and decoding pro-
cess, the problem of mesh traversal, as well as the vulner-
ability and robustness of the embedded watermark. Then,
two extensions of the proposed scheme will be addressed
respectively in Section 3. The implementation of the pro-
posed scheme and the experimental results are given and
discussed in Section 4. Finally, the conclusion is summa-
rized and some future work is pointed out in Section 5.

2 A Fragile Watermarking Scheme for 3D
Mesh

The watermarking process is performed on the polygo-
nal mesh, which is considered as the “lowest common de-
nominator” of surface representations. It is easy to convert
other representations of 3D models to meshes. For conve-
nience, we only deal with the manifold triangle mesh, in
which every edge belongs exactly to two adjacent triangles.
Let (C, V ) presents the mesh geometry, whereC specifies
the connectivity of the mesh (i.e. the adjacency of the ver-
tices, edges, and faces), andV = {v1, · · · , vm} is the set of
vertex positions defining the shape of the mesh inR3.

The general procedure of our proposed scheme includes
the encoding process and the decoding process, as shown in
Fig. 1. In the encoding process, the watermark is embedded
into the mesh model and the watermarked mesh is generated
by restoring the position of the mesh centroid. Using some
priori knowledge, the watermark can be extracted from the
watermarked mesh and compared with the original one to
obtain the verification result in the decoding process. The
security of the watermarking scheme is guaranteed by the
secret keyK, which is used as the seed to scramble the face
indices of the mesh in both encoding and decoding process.

2.1 The Encoding Process

In the watermark embedding, a special case of quan-
tization index modulation (QIM) called dither modulation
[1] is used to embed a sequence of data bits into the mesh
model. We extend the dither modulation technique to the
mesh model by constructing a geometrical configuration
and modulating the host signal according to the bit value
of the watermark, as detailed in the following. The mesh
centroid restoration is performed to compensate the error
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Figure 1. The proposed procedure of verifying
3D mesh

introduced by the watermark embedding on the mesh cen-
troid position so that the geometrical configuration can be
recovered from the watermarked mesh to retrieve the em-
bedded watermark in the decoding process.

2.1.1 The Watermark Embedding

To extend dither modulation to the mesh, two things need to
be specified. One is the host signal of the mesh model that
will be modulated to embed the watermark, and the other
is the quantization step of the modulation. Since we aim to
embed a fragile watermark which is sensitive to the modifi-
cations on the watermarked mesh, the host signal that is vul-
nerable to geometrical and topological modifications needs
to be generated. SupposeV = {v1, · · ·, vm} is the set of
vertex positions inR3, the positionvc of the mesh centroid
is defined as

vc =
1
m

m∑

i=1

vi. (1)

The distance from a given triangle to the mesh centroid is
defined as the Euclidean distance from the triangle centroid
to the mesh centroid. The ratios between the defined dis-
tances can be easily changed by those geometrical process-
ing other than translation, rotation and uniformly scaling.
The connectivity of vertices represented by the face indices
will be modified by any topological processing meanwhile
the ratios between the distances from the triangles to the
mesh centroid will be scrambled. So the defined distance
can be chosen as the host signal to embed the watermark.
Furthermore, the centroid positionvic of a given trianglefi

is obtained by

vic =
1
3

3∑

j=1

vij , (2)

wherevij , j ∈ {1, 2, 3} is the vertex position infi. The
distancedfi from fi to vc can be calculated by

dfi =
√

(vicx − vcx)2 + (vicy − vcy)2 + (vicz − vcz)2,
(3)
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where{vicx, vicy, vicz} and{vcx, vcy, vcz} are the coordi-
nates of the face centroid and the mesh centroid inR3, re-
spectively.

The distancedi from a vertex with the positionvi to the
mesh centroid is given by

di =
√

(vix − vcx)2 + (viy − vcy)2 + (viz − vcz)2, (4)

where{vix, viy, viz} is the vertex coordinate inR3. The
quantization step of the modulationS is chosen as

S = D/N, (5)

whereD is the distance from the first vertex in the starting
triangle to the mesh centroid and the value of the parameter
N can be specified with respect to the precision of the mesh
data.

With the specifiedS, the integer quotientQi and the re-
mainderRi are calculated with the distancedfi by

Qi = bdfi/Sc, (6)

Ri = dfi%S. (7)

To embed one watermark bitw(i), we modify the centroid
position offi so that the modulated integer quotientQ′i is
an even value asw(i) = 0, or an odd value asw(i) = 1.
The distancedfi is modulated by

d′fi =





Qi × S + S
2 if Qi%2 = w(i)

Qi × S − S
2 if Qi%2 = w(i) & Ri < S

2

Qi × S + 3S
2 if Qi%2 = w(i) & Ri ≥ S

2

+ ei,

(8)
wherew(i) = 1 − w(i) andd′fi is the modulated distance.
The componentei is added in the formula to make the em-
bedded watermark statistically undetectable andei is dis-
tributed within the interval(−S

2 , S
2 ). It can be concluded

from (8) that the modulated integer quotient

Q′i = bd
′
fi

S
c =





Qi if Qi%2 = w(i)
Qi − 1 if Qi%2 = w(i) & Ri < S

2

Qi + 1 if Qi%2 = w(i) & Ri ≥ S
2

(9)

so thatQ′i%2 = w(i). Consequently, the resultingd′fi is
used to adjust the position of the triangle centroid. Only one
vertex in the triangle is selected to move the face centroid
to the desired position. Supposevis of the position of the
selected vertex in the trianglefi, whose centroid position is
vic, the adjusted vertex position would be

v′is = [vc + (vic − vc)×
d′fi

dfi
]× 3−

3∑

j=1,j 6=s

vij , (10)

wherevij is the vertex position in the facefi. To prevent the
embedded bit value from being changed by the subsequent

encoding operations, all vertex positions infi should not
be modified any more after the triangle centroid position is
adjusted.

In the watermark embedding, a secret keyK is used as
the seed of the random number generator to scramble the
face indicesI to generate the scrambled indicesI ′. The
embedding process is conducted followingI ′ as the starting
triangle is the first triangle indexed byI ′. To ensure that
the modification made to each vertex position can be de-
tected by modulating the distances from the triangles to the
mesh centroid, the encoding process should traverse all the
vertices in the mesh and the optimal mesh traversal which
maximizes the capacity of the mesh needs to be found out
and performed.

2.1.2 The Mesh Centroid Restoration

The watermark embedding inevitably introduces the distor-
tion to the mesh geometry as some vertex coordinates are
modified. The distortion of the mesh geometry also changes
the position of the mesh centroid, although adjusting the
vertex position may counteract each other. So in the encod-
ing process, at least one vertex is needed to restore the posi-
tion of mesh centroid so that the same configuration can be
constructed to retrieve the embedded watermark in the de-
coding process. We refer to this operation as mesh centroid
restoration, which modifies the position of the last vertex
in the mesh traversal to compensate the error on the mesh
centroid.

The restoration begins with the calculation of the intro-
duced error by

E =
m∑

j=1

v′j −
m∑

j=1

vj , (11)

wherem is the vertex number of the mesh model,vj and
v′j are the vertex positions before and after the embedding
process, respectively. The last vertex in the mesh traversal
is moved by

v′last = vlast − E, (12)

wherevlast and v′last are the positions of the last vertex
before and after the restoration. We further calculate the
distanceD′ from the last vertex after the restoration to the
mesh centroid using (4) and obtain the value of the parame-
terN ′ by

N ′ = D′/S. (13)

The value ofN ′ will be used to calculate the modulation
step in the decoding process. The encoding process ends as
the position of the mesh centroid is restored.

2.2 The Decoding Process

In the decoding process, only the original watermarkW ,
the value of parameterN ′ and the secret keyK are required

34



to verify the integrity of the watermarked mesh.

2.2.1 The Watermark Extraction

Similar to the encoding process, the centroid positionv′c of
the watermarked mesh model can be obtained by (1). With
the secret keyK, the face indicesI are scrambled to gen-
erate the scrambled indicesI ′, which is followed to trace
the last vertex in the mesh traversal and its distanceD′ to
the mesh centroid is calculated. The modulation stepS′ is
calculated with the provided parameterN ′ by

S′ = D′/N ′. (14)

The embedded watermark bit is extracted from a triangle
position in the following way. The centroid positionv′ic of
the trianglef ′i is calculated by (2). Then, the modulated
distanced′fi from f ′i to v′ic is calculated by

d′fi =
√

(v′icx − v′cx)2 + (v′icy − v′cy)2 + (v′icz − v′cz)2,
(15)

and the modulated integer quotientQ′i is obtained by

Q′i = bd′fi/S′c. (16)

The watermark bitw′(i) is extracted by

w′(i) = Q′i%2. (17)

The same mesh traversal as in the encoding process will be
performed until all the watermark bits are extracted.

2.2.2 The NC Value Calculation

After the extraction process, the extracted watermarkW ′ is
compared with the original watermarkW using the follow-
ing cross-correlation function to measure the their correla-
tion. Supposing their lengths are both identical toK, the
normalized cross-correlation valueNC between the origi-
nal and the extracted watermarks is calculated by

NC =
1
K

K∑

i=1

I(w′(i), w(i)), (18)

where

I(w′(i), w(i)) =
{

1 if w′(i) = w(i)
−1 otherwise

. (19)

If the watermarked mesh geometry is intact, theNC will
be1. Otherwise, if the watermarked mesh has gone through
any geometrical or topological processing other than trans-
lation, rotation and uniformly scaling, the resultingNC will
be less than1. We claim the mesh geometry as being tam-
pered if the obtainedNC from (19) is less than 1.

2.3 The Mesh Traversal

To ensure that the modification made to each vertex po-
sition can be detected, those triangles whose centroid po-
sitions have been adjusted to embed the watermark bits
should consist all the vertices in the mesh except that last
one, which is used for the mesh centroid restoration in the
encoding process and the calculation of the modulation step
in the decoding process. So in the encoding process, all
the vertices in the mesh should be traversed and all of them
except the last one should be contained in the adjusted tri-
angles.

The more triangles whose centroid positions hide the wa-
termark bits a vertex belongs to, the more sensitive the em-
bedded watermark is to the vertex position. We wish to
embed as many as possible watermark bits into the mesh
model so that the average number of the adjusted triangles
each vertex belongs to is maximized. There exists the prob-
lem of finding out the optimal mesh traversal. The triangle
position can be adjusted by moving only one vertex in the
triangle, however, once one vertex in the triangle is selected
to modulate the distance from the triangle to the mesh cen-
troid, its adjusted position is determined by (8) and (10).
So adjusting one vertex position at most embeds one water-
mark bit. Because there are two vertices whose positions
are not modified in the starting triangle and the last visited
vertex is used for mesh centroid restoration, the maximum
number of the adjusted triangles in the watermark embed-
ding is m − 3, supposingm is the vertex number of the
mesh. In the following, we shall propose the optimal mesh
traversal strategy to achieve the maximum capacity.

As discussed above, the mesh traversal is intentionally
performed following the scrambled face indicesI ′ to en-
hance the security of the watermarking scheme. At first, the
starting triangle which is firstly indexed byI ′ is picked and
its position is adjusted by modifying one vertex position.
After that, we always consider those triangles named as can-
didate triangles with two visited vertices and one unvisited
vertex. A simple way to find those candidate triangles is to
define a frontier [7], which is an imaginary polygon enclos-
ing all the visited vertices without any unvisited ones. We
define the visited edges as those edges contained in the tri-
angles with three visited vertices. And the frontier is formed
by those visited edges that are not enclosed by other visited
edges.

At first, the frontier includes three edges of the starting
triangle after its centroid position is adjusted. Based on the
current frontier, those triangles consist of exactly one edge
in the frontier and one unvisited vertex are found out and
the one firstly indexed byI ′ is chosen to embed the water-
mark bit. Each time a new triangle is traversed, the frontier
needs to be updated as some new visited edges are added
(the number may be more than two). At last, the watermark
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embedding stops until the last vertex is left unvisited.
Shall the mesh traversal visit all the vertices without

blocking? Now we prove that the mesh traversal strategy
can traverse all the vertices of a manifold triangle mesh.
Since every edge in a manifold triangle mesh belongs ex-
actly to two triangles, each edge in the frontier must belong
to two triangles, one inside the frontier with three visited
vertices as in the definition of the visited edge, and the other
with an unvisited vertex outside the frontier (Otherwise, if
the third vertex has also been visited, the edge will be en-
closed by the other four visited edges in the two triangles,
which contradicts with the definition of the frontier because
all edges in the frontier are not enclosed by other visited
edges). Therefore, new triangles with two visited vertices
and one unvisited vertex can be found out based on the fron-
tier until all the vertices are traversed.

The complexity of choosing one candidate triangle to
embed one watermark bit at each time is as follows. Firstly,
all the edges in the frontier are enumerated to find all the
candidate triangles and among them the one firstly indexed
by I ′ is chosen. To update the frontier after each watermark
bit is embedded, all the triangles that the latest traversed
vertex belongs to need to be examined and if all three ver-
tices have been visited, all three edges in the triangle will
become or remain visited edges. Among all visited edge,
those belong to two visited triangles are enclosed by other
visited edges, and those belong to exactly one visited tri-
angle and one unvisited triangle will form the new frontier.
The candidate triangle whose position will be adjusted to
embed the next watermark bit is the one which is firstly in-
dexed byI ′ among all the unvisited triangles that the edges
in the frontier belong to.

2.4 The Properties of The Embedded Watermark

The watermark embedded by (8) and (10) is invariant to
translation, rotation and uniformly scaling because the ratio
between the distance from the triangle to the mesh centroid
and the quantization stepS, which is proportional to the dis-
tance from the first vertex in the starting triangle to the mesh
centroid, remains the same after the model is translated, ro-
tated or uniformly scaled. Otherwise, if the mesh model
is processed by other operations that change the ratios, the
formula Q′i%2 = w(i) will not stand and the embedded
watermark will be changed. Since we need to detect a triv-
ial modification on the mesh model, the integer valueQ′i
should be sensitive to the distance from the triangle to the
mesh centroid. It can be achieved by assigningN a proper
value to obtain a small value ofS with respect to the preci-
sion of 3D data.

In [2], the mesh topology is denoted by the set of ad-
jacent vertices whose indices are less than that of a given
vertex plus the vertex itself. In contrast, our method uses

the face indices to represent the connectivity of the ver-
tices. Furthermore, the keyK is used as the seed of pseudo-
random number generator to generate the scrambled indices
I ′ so that the security of the watermarking scheme is guar-
anteed. Since the mesh traversal is dependent onI ′, the
extracted watermarkW ′ will be dramatically different from
the original watermarkW without the correctI ′. If there is
any change made to the mesh topology, such as mesh deci-
mation, resampling or refinement, the face indicesI will be
modified so that the scrambled indicesI ′ will not be cor-
rectly generated. In other words, any modification on the
mesh topology will leadI ′ as well asW ′ to change. There-
fore the unauthorized modification on mesh topology can
be detected.

3 Two Extensions of The Proposed Scheme

The proposed scheme can be extended to various algo-
rithms by assigning different meaningful values toei in (8)
so that the desired properties can be achieved. To make the
embedded watermark statistically undetectable,ei should
be uniformly distributed within(−S

2 , S
2 ). In practise, to re-

duce the false alarm probability, the distribution range ofei

can be a little smaller,(− 3S
8 , 3S

8 ) for example.

3.1 Detecting Translation, Rotation and Uni-
formly Scaling

In our proposed scheme, the embedded watermark is in-
variant to translation, rotation and uniformly scaling, but
sensitive to other processing. By using a reference position
pr, the extended algorithm can detect those transforms.

In the encoding process, besides one unvisited vertex in
the chosen trianglefi is adjusted to modulate the distance
from fi to the mesh centroid, another vertex infi is chosen
as the reference vertex. The distance from the reference
vertex to the reference positionpr is calculated by

|vir−pr| =
√

(virx − prx)2 + (viry − pry)2 + (virz − prz)2,
(20)

wherevir is the reference vertex position. Thenei in (8) is
assigned by

ei =
3(|vir − pr|%S − S/2)

4
. (21)

Suppose|vir−pr|%S is uniformly distributed within[0, S),
ei is within the interval[− 3S

8 , 3S
8 ). Therefore, the adding

of ei in (8) will not interfere the embedded watermark and
it can be derived thatei = d′fi −Q′i × S − S/2.

In the decoding process, the reference positionpr need
to be provided. Firstly, the modulated distanced′fi is cal-
culated using (15). Then the integer quotientQ′i can be ob-
tained by (16) and the bit valuew′(i) is retrieved by (17).
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The distance from the reference vertex infi to the reference
positionpr is calculated by (20) andei is obtained by (21).
After that, the difference betweenei andd′fi−Q′i×S−S/2
is calculated. For each triangle that carries the watermark
bit, if |d′fi −Q′i × S − S/2− ei| < ε and the extracted bit
w′(i) equals to the original watermark bitw(i), the mesh
model is considered as not having been modified.

If the watermarked mesh model is processed by transla-
tion, rotation and uniformly scaling operations, the vertex
positions will be modified and the distance from the refer-
ence position to the reference vertex infi will change, as
well as the ratio betweenei and the quantization stepS.
However, the ratio between the distanced′fi andS, as well
as the ratio betweend′fi − Q′i × S − S/2 andS, remains
the same. If a relatively small value,S/8 for example, is as-
signed toε, then|d′fi−Q′i×S−S/2−ei| > ε. Translation,
rotation and uniformly scaling operations will be identified
if ei does not matchd′fi−Q′i×S−S/2 while the extracted
watermark is the same as the original one. Although the
reference positionpr can be arbitrarily chosen, it should be
chosen nearby the mesh centroid to make the ratio between
ei andS more sensitive to those transforms.

In case that the watermarked mesh model is processed
by other geometrical modification, there exists the triangle
fi from which the distanced′fi to the mesh centroid is al-
tered. So the ratio betweend′fi − Q′i × S − S/2 andS is
changed. However, the ratio betweenei andS is not cer-
tain to vary, depending on whether the reference vertex in
fi is moved. Even if the ratio betweenei and S is also
changed,|d′fi−Q′i×S−S/2− ei| will probably exceedε.
Therefore, besides the embedded watermark, those process-
ing other than translation, rotation and uniformly scaling
can be detected by comparingei with d′fi −Q′i × S − S/2.

Suppose there areK faces used to hide the watermark in-
formation, we need to compareei with d′fi−Q′i×S−S/2
for K times to verity the originality of the watermarked
mesh model. To estimate the strength of tampering, the nor-
malized matching numberNM betweenei andd′fi−Q′i×
S − S/2 is obtained by

NM =
1
K

K∑

i=1

m(i) (22)

where

m(i) =
{

1 if |d′fi −Q′i × S − S/2− ei| < ε

0 otherwise
. (23)

The mesh model will be considered as being tampered ei-
therNC in (19) orNM in (22) is less than 1.

3.2 The Reversible Algorithm of The Proposed
Scheme

The proposed scheme can be used to detect the illegal
tampering of the watermarked mesh, however, the origi-
nal mesh is slighted changed once it is watermarked since
nearly all vertex positions are modified. In case that the
original mesh needs to be recovered, the distortion intro-
duced by the encoding process requires to be compensated.
Since the mesh topology is not changed during the encod-
ing process, each vertex needs to be moved back to its orig-
inal position. By keeping the modulation information in the
watermarked mesh, the reverse process of the encoding pro-
cess can be performed to recover the original mesh.

3.2.1 Reversibly Embedding

Suppose there areK faces used to embed the water-
mark, to keep the modulation information in the water-
marked mesh,ei is defined as follows: fori = 3, · · · ,K,

ei =
d′f(i−1)−df(i−1)

4 , while e1 =
d′fK−dfK

4 and e2 =
Q′1×S+S/2−df1

4 with dfi, d′fi andQ′1 provided in (3), (8)
and (9), respectively.

The detailed procedure to reversibly embed the water-
mark is as follows:

Step 1: Calculatedf1 andQ′1 by (3) and (9), respectively,

then obtaine2 = Q′1×S+S/2−df1
4 ande2 ∈ (−S

4 , S
4 );

Step 2: Keepe2 in d′f2 using (8) and obtaine3 =
d′f2−df2

4 ande3 ∈ (− 5S
16 , 5S

16 );
Step 3: Keepe3 in d′f3 using (8), then obtaine4 =

d′f3−df3

4 ande4 ∈ (− 21S
64 , 21S

64 ), and so on untileK is kept

in d′fK ande1 =
d′fK−dfK

4 is obtained;
Step 4: Keepe1 in d′f1 using (8).
It can be concluded thatei is distributed within

(− 2S
5 , 2S

5 ) from its definition together with (8), which im-
plies that the adding ofei does not interfere the embedded
watermark.

The mesh centroid restoration is performed as the same
as in Section 2.

3.2.2 Recovering the Original Mesh

To recover the original mesh, the modulation information,
ei, needs to be retrieved from the modulated distanced′fi

obtained from (15) and the modulated integer quotientQ′i
obtained from (16). Fori = 1, 2, · · · ,K,

ei = d′fi − (Q′i × S′ + S′/2). (24)

According to the definition ofei, for i = 2, · · · ,K − 1, the
original distancedfi is obtained by

dfi = d′fi − ei+1 × 4, (25)
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while
dfK = d′fK − e1 × 4, (26)

and
df1 = Q′1 × S′ + S′/2− e2 × 4. (27)

With dfi provided by (24), (25) and (26), all the vertices
whose positions have been adjusted in the watermark em-
bedding can be shifted back by

vis = (v′c + (v′ic − v′c)×
dfi

d′fi

)× u−
u∑

j=1,j 6=s

v′ij , (28)

wherev′ij is the vertex position in the trianglef ′i with v′ic as
the adjusted position of the face centroid,vis is the restored
vertex position inf ′i andv′c is the mesh centroid position.

After we shift back the vertices used in the watermark
embedding, the next step is to move the last vertex used in
the mesh centroid restoration to its former position. Firstly,
the vectorE′ of the above shifting operations, which should
be the opposite of the error vectorE introduced by the wa-
termark embedding, is calculated by

E′ =
m∑

j=1

vj −
m∑

j=1

v′j , (29)

wherev′j andvj are the vertex positions before and after the
reverse of the watermark embedding process, respectively.
Subsequently, the vertex used in mesh centroid restoration
can be moved back by

vlast = v′last − E′, (30)

where vlast is the recovered position ofv′last. By this
means, the original mesh is recovered from the water-
marked mesh.

4 Implementation and Discussion

4.1 Practical Implementation

Our proposed scheme is conducted in spatial domain and
applicable to the manifold triangle mesh to verify its in-
tegrity without any special restriction. It can be extended
to other polygonal meshes with the corresponding mesh
traversal strategy. In the implementation, the modulation
stepS should be carefully selected with respect to the pre-
cision of 3D data, providing a trade-off between impercep-
tibility of the embedded watermark and false alarm prob-
ability. We have investigated two proposed algorithms on
several mesh models listed in Table 1. In case that the origi-
nality of the mesh model needs to be verified, the first algo-
rithm is preferred since it can detect translation, rotation and
uniformly scaling; while the original mesh can be recovered
using the reversible algorithm. A 2D binary image is chosen
as the watermark, which can also be a hashed value.

Table 1. THE MESH MODELS USED IN THE EXPER-
IMENTS

Models Vertices Faces Capacity(bits)

dog 7616 13176 7519

wolf 8176 13992 7995

horse 10316 18359 10253

raptor 10853 14547 10218

cat 11074 19093 10859

lion 20315 32094 19688

4.2 Capacity

The capacity of the manifold triangle mesh to carry the
watermark is the same using the two algorithms, since the
difference only takes place in the extension ofei in (8). The
maximum number of the embedded bits that can be carried
by each manifold triangle mesh is the vertex number minus
3. The bit number listed in Table 1 of each model is below
the maximum number is due to each model is a combination
of many manifold triangle meshes. To verify the integrity of
the mesh, the optimal mesh traversal maximizing the capac-
ity of the mesh is best suitable since it also maximizes the
average number of the adjusted triangles that each vertex
belongs to so that the embedded watermark is sensitive to
the tampering of every vertex position.

4.3 Imperceptibility

To evaluate the imperceptibility of the embedded water-
mark, the Hausdorff Distance between the original mesh
model and the watermarked mesh model normalized by
the largest dimension of the mesh, which is defined as the
longest distance from the vertex to the mesh centroid, as
in [4], upon the fact that the mesh topology is unchanged.
The normalized Hausdorff Distance between the original
and recovered mesh models was also calculated to test the
reversible algorithm. Fig. 2 shows the amount of the dis-
tortion subject to the modulation stepS using the first al-
gorithm (the upper curve) and the reversible algorithm (the
below curve), respectively, given that only one vertex was
used in the mesh centroid restoration. From the experi-
mental results, it can be seen that the normalized Hausdorff
Distance between the original mesh and the watermarked
mesh increases asS increases. The reversibility mecha-
nism significantly reduces the introduced distortion, since
the difference between the original and recovered meshes
is much smaller than that between the original and water-
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Figure 2. The normalized Hausdorff distance
subject to the step S

marked meshes given the sameS.

4.4 Tampering Detection

Using the first algorithm, the watermarked mesh mod-
els went through translation, rotation and uniformly scal-
ing transforms, changing the positions of two vertices op-
positely (respectively by adding the vectors{2S, 2S, 2S}
and{−2S,−2S,−2S}), modifying one vertex position by
adding the vector{mD

2N , mD
2N , mD

2N }, reducing one face from
the mesh, and adding Gaussian noise signal{nx, ny, nz}
with zero mean and standard deviationS to all the vertex
positions, respectively. The watermarks are extracted from
the processed mesh models with and without the keyK
and the normalized cross-correlation valueNC between the
extracted and the original watermarks are calculated using
(19). The normalized matching numberNM betweenei

andd′fi%S′−S′/2 is also calculated by (22). The obtained
results ofNC andNM shew that the embedded watermark
is invariant to translation, rotation and uniformly scaling but
sensitive to other processing, while the normalized match-
ing number is sensitive to all those processing.

5 Concluding Remarks and Future Work

In this paper, we have proposed a new fragile watermark-
ing scheme for 3D manifold triangle mesh, which can em-
bed the position-rotation-size invariant watermark. The wa-
termarking strength is adjustable by properly choosing the
modulation step with respect to the precision of 3D data,
providing a good trade-off between the imperceptibility of
the watermark and false alarm probability. With some priori
knowledge, the integrity of the mesh can be verified by ex-
tracting and comparing the embedded watermark with the
original one. To make the embedded watermark sensitive

to the modification made to each vertex position, the op-
timal mesh traversal strategy is proposed to maximize the
capacity of the mesh as well as the average number of the
adjusted triangles that each vertex belongs to.

Depending on the end applications, some desired prop-
erties can be achieved by assigning meaning values to the
plastic component in the proposed scheme. In this paper,
two detailed algorithms are proposed, one enables the de-
tection of translation, rotation and uniformly scaling and
the other recovers the original mesh from its watermarked
version. However, the constructed work is far from per-
fect. Future work is needed to make it useful in practice
for 3D mesh verification. A general model of false alarm
probability needs to be constructed to analyze the computa-
tional error due to the limited precision and the distribution
of plastic component.
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Abstract

Combining classifiers has shown proven performance
benefits in many reported work. However, methods for se-
lecting and combining multiple classifiers’ output are often
heuristic in nature and does not have a well-defined objec-
tive function. We propose the use of a linear prediction
approach on the multiple classifiers’ output and optimize
the classification task with a hinge loss regularized objec-
tive function. By observing the relationships of the regu-
larized functions with thel-2 SVM, the regularized objec-
tive function is then solved via standard SVM approaches.
We demonstrate how the linear prediction approach can be
adopted to give different optimized combination strategies
to guide the selection and combination of base classifiers.
Results on standard datasets shown improved performances
in all combination strategies.

1 Introduction

Ensemble is a useful technique where the outputs of a
set of base learners are combined to form a unified predic-
tion [19], e.g. neural network ensemble [10]. For classifi-
cation tasks dealt with in this paper, typical ensemble learn-
ing is to construct a collection of individual classifiers, then
obtain the class prediction by voting the outputs of the in-
dividual classifiers in the ensemble. Many researchers have
demonstrated that ensembles generally outperform the best
single classifier in the ensemble. Typical applications of
ensembles includes face recognition [9], hand written word
recognition [8], medical diagnosis [28],etc.

Bagging (”bootstrap aggregation”) [2] and, boosting
(e.g. Adaboost [6, 7]) are two major techniques for con-
structing ensembles [16, 4]. Both techniques are thought to
generate different classifiers by training on different train-
ing sets [4]. In bagging, each training set is constructed by
drawing a certain number of examples uniformly (with re-
placement) from the original training set. In boosting, the

typical Adaboost algorithm starts from a set of weights over
the original training set, and constructs new training sets
through ıboosting by sampling or ıboosting by weighting.
In ıboosting by sampling, it constructs a new training set
by drawing examples (with replacement) from the original
training set with probability proportional to their weights.
In ıboosting by weighting, it inputs the entire original train-
ing set and the weights into base algorithms which can ac-
cept a weighted training set directly. The weights in Ad-
aboost are then adjusted after training a base classifier, by
increasing the weights of misclassified examples, and de-
creasing the ones of correctly classified examples.

It has been argued that diversity and accuracy of base
classifiers play an important role in obtaining a good en-
semble [15]. For bagging, it relies on unstable base clas-
sifiers sensitive to sampled training sets to achieve diverse
classifiers. For boosting, it doesn’t require the unstable con-
dition for base classifiers because it can realize the diver-
sity of base classifiers through re-weighting training sets.
Some other approaches many aiming at further diversify-
ing base classifiers are available, by inducing randomness
into the learning algorithm [4], or manipulating the input
attributes [11], and the model outputs [3].

Ensemble learning typically adopts weighted or un-
weighted voting for prediction combination [1, 22]. In the
unweighted majority(Plurality) voting, the class with the
most votes from all base classifiers is regarded as the pre-
diction by the ensemble. In weighted voting, base classi-
fiers may have different weights associated, their outputs
are then weighted and linearly combined. Adaboost comes
up with the set of weights for combination at the end of
training all base classifiers, but other ensemble techniques
like bagging do not produce such set of weights.

Stacked generalization [26] is another scheme for com-
bining outputs of base classifiers. It learns an upper-level
meta-classifier based on the predictions of all base clas-
sifiers. A recent study [18] shows stacking enabled by
multi-response model trees performs better than selecting
the best single classifier in the ensemble. The selective
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ensemble [27] has some common points with the stacking
approaches, it also reported better performance than typi-
cal bagging and boosting approaches with majority voting.
The stacked generalization is even drawn relationship with
meta-learning, which is about ”learning to learn” [24]. This
ensemble schema also allows easy combination of heteroge-
nous base learners, which usually means base learners are
trained by several different learning algorithms, rather than
a single learning algorithm typically used in bagging and
boosting.

Other than the issue of (learning) how to combine base
learners, choosing which set of base learners for the combi-
nation is also important. Each base learner in an ensemble
usually is not tuned to be the optimal single learner. On
the other hand, some of base learners might be redundant,
due to the large overlapping of training sets, or the stable
performance of the base learning algorithms, etc. It is thus
helpful to consider the selective combination of base learn-
ers. Along this direction of thought, some approaches can
be found, which deal with dynamically adding base learn-
ers [13], learning the optimal combination of neural net-
works [23] or doing selective ensemble [27].

This paper focuses on the issue of how to select and com-
bine base learners. It will present the regularized objective
form for base learner combination, together with possible
variants. And then the practical steps are briefly stated, in-
cluding the discussion of selecting base learners. After that
it is the experimental section, which provides the compar-
isons between our approaches and the genetic algorithm-
based ensemble (GASEN), and include a brief introduction
to two projects which our ensemble approaches to be ap-
plied to. At the end, there will be discussion and open prob-
lem discussion.

2 Formulation and Solution

2.1 The Regularized Combination of Base Learn-
ers

Given a set ofn examplesX = {xi}n
i=1 to be classified

into the positive class or negative one, that is, a target output
vectorY = {yi}n

i=1, an ensemble ofN base learners can
giveN predictions to each example. This actually results in
a prediction matrixM with the size ofn×N .

From the perspective of voting for or linearly combining
the outputs of base classifiers, liking bagging or boosting,
the following form is implied or approximated,

f : Mβ → Y,

whereβ ∈ RN is a weighting vector. Majority vote alike
combination is to let allβi = 1

N and then take thesignfunc-
tion, while in Adaboost the weightsβ to base learners are

obtained through the updating of the weights to training ex-
amples, that is, the weightsβ are indirectly learned from the
process of updating the weights to training examples. Note
this two approaches do not have a clear objective function
to quantify the goodness of theβ, a way thus is to formulate
the learning of theβ into optimizing an objective function,
and solve the objective function in a systematic manner.

Assuming theY is known for the purpose of learning
the β. It is clear thel2 SVM can be used here as the
objective function, that is, it is to learn a SVM model to
comply with the datasetM and their labelsY. Assuming
fi = Mi.β + β0 whereMi. as a row vector is thei−th
row of the prediction matrixM. Theβ0 is an offset con-
stant, which can also be forced to zero [12] in standard SVM
training. The objective function adopted byl2−SVM is

minC

n∑

i=1

max {1− yifi, 0}+
1
2
||β||2.

This objective form can be efficiently solved by QP rou-
tines, or simply calling standard SVM packages.

The termmax {1− yifi, 0} is also called hinge loss.
From this perspective of defining such a loss term, the above
objective function has the following variant [ref],

min{
n∑

i=1

max {1− yifi, 0}+
λ

2
||β||2},

whereλ = 1/C. This form can be regarded as minimiz-
ing both the hinge loss term and the penalty as measured
by λ

2 ||β||2. The rewritten form does not change the nature
of the objective, but has been regarded as one member of
the family of regularization [5]. It actually hints many vari-
ants of the objective functions can be used to deal with the
problem of combining base classifiers.

To change the penalty term||β||2 to ||β||0 or ||β||1, zero
or one norm SVMs [25, 29] are formulated. They have the
property of forcing some entries ofβ to be zero, which im-
plies that by solving them, the way of combining learners
and the selection of learners can be simultaneously fulfilled
with. This paper only presents the approaches of combin-
ing learners through the way of two norm SVMs, but keeps
the study of selecting learners by zero or two norm svms
ongoing.

There are some further adapted objective formulations.
By taking the square loss||Y−Mβ||2, and forcing a small
bound to thel1 of β, the Least Absolute Shrinkage and Se-
lection Operator (LASSO) [21] is used, which also leads to
some zeros entries for the resultingβ.

min
β
||Y −Mβ||2, s.t.||β||1 < s

wheres is a small constant. Furthermore, by using the pe-
nalization term||β||2, the Least Square SVM [20] is ob-
tained.
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2.2 The Implementation

The current implementation of base classifier combina-
tion is very simple, mainly benefited from the standard
SVM implementation. The overall steps can be summarized
as follows:

• Train multiple base classifiers (e.g. Neural networks,
SVMs or others, even their mixture) based on different
data split, feature subsets and randomness injection.

• For a separate set with labels known, take all the pre-
dictions from all base classifiers, and train al2 linear
SVM upon the prediction matrix and the known labels
(Possibly tuning the model parameter likeC to ensure
a good generalization ability. The weights to each base
learners can be calculated from the built SVM model.

• For smallβi less than a preset thresholdθ, their asso-
ciated base classifiers are deleted from the ensemble,
the weighting setβ is accordingly reduced and renor-
malized.

3 Experiments

To test the performance of our approach, a set of exper-
iments on real data are conducted. This section gives an
introduction to datasets, experimental setup and results, to-
gether with a brief and high-level introduction to two ongo-
ing projects which has been adopting this approach, one is
siRNA efficacy prediction, the other is the web query cate-
gorization task in KDD-CUP 2005.

3.1 Datasets

The first dataset is the numerical version of the Credit
(German) data from the UCI machine learning repository
[ref]. It is a unbalance binary classification task. It has 700
positive data points and 300 negative ones, each has 24 nu-
merical features.

The second dataset is the chess data, also from the UCI
machine learning repository. It has 36 nominal features,
1669 positive examples and 1527 negative ones. It becomes
a numerical data matrix with the dimension of 38 after con-
version.

The third dataset is the waveform data. It has 4000 exam-
ples and three classes. In our experiments we only use two
classes of data. The extension of SVMs to multiclass fea-
ture/learner selection remains to be an unsolved issue. But
the ECOC [14] would be helpful in dealing with the combi-
nation of base learners under the regularized framework.

3.2 Experimental Setup and Results

We mainly follow the experimental settings for the
GASEN in the selective ensemble paper [27]. The compari-
son is also performed to be with the GASEN approach only.
Note the GASEN has been shown outperforming other en-
semble approaches including bagging and boosting, hereby
the comparison results between our approaches and the pop-
ular voting bagging and boosting approaches are not listed.

For each dataset, we use half of the randomly drawn ex-
amples to form the original training data set, on which ten
ensembles of neural networks are trained by bootstrap sam-
pling. The remaining half of examples are then evenly di-
vided into a separate validation set and a testing set. Tak-
ing the Credit(German) data of 1000 points as an example,
500 points with respect to the ratio of positive and nega-
tive examples are randomly drawn out to form the original
training set. Based on the 500 points, ten neural networks
are trained. Each neural network takes a subset (roughly
63%) points bootstrapped from the 500 points for training,
validated by the remaining set of points (about 37%) [ref
out-of-bag estimation].

For the remaining 500 points, 250 are taken as a vali-
dation set and 250 as a testing set. After training the ten
base neural networks, their prediction over the validation set
are then used to learn the selection and combination strat-
egy. Thel2−SVM is selected for learning how to select
and combine the ten base neural networks. As a compari-
son, the genetic algorithm for learning the weighted com-
bination of base neural networks (GASEN) is compared, as
well as some variants of these two approaches. Finally, the
base neural networks are combined to give a unified predic-
tion to the 250 testing points, and the classification error is
reported. The whole process is repeated ten times to get an
average error reporting.

Several variants of GASEN and our approach are imple-
mented. They are GASEN-w, GASEN-wa, SVM-w, SVM-
wa. GASEN-w uses the evolved weights by genetic algo-
rithms to select the base neural networks, and combines the
predictions of the selected networks with the normalized
version of their evolved weights. SVM-w similarly selects
base neural networks by the weights learned during forming
the SVM model, and combines the predictions of selected
networks with the normalized SVM weights associated with
these selected networks. GASEN-wa and SVM-wa do not
select the base neural networks, just do a weighted combi-
nation of the outputs of all base networks.

From the Table 1, it can be shown when selecting base
learners and combining them through majority voting, the
SVM-guided learner selection is better than GASEN, with
the equal number of base classifiers selected. When the
weighted combination of selected base networks are con-
ducted, both the GASEN-w and SVM-w have reduced er-

42



Table 1. Selecting and Combining Base Clas-
sifiers by SVMs and Genetic Algorithms

Credit(German) Chess Waveform
GASEN 0.2813 0.0497 0.0961

SVM 0.2717 0.0465 0.0885

GASEN-w 0.2470 0.0247 0.0825
SVM-w 0.2313 0.0192 0.0813

GASEN-wa 0.2393 0.0224 0.0823
SVM-wa 0.2263 0.0179 0.0823

ror rates compared with the GASEN and SVM. It can be
noted that SVM-w still outperforms the GASEN in this
case. Finally, for the GASEN-wa and SVM-wa, they are
the weighted combination of all learners without any learner
selection, and have the lowest error rates, compared with
the approach of the majority voting of all learners with-
out learner selection (Data not shown), and the GASEN or
SVM, as well as the GASEN-w or SVM-w. But it has been
pointed out [27] that the selection approach has the advan-
tage of significantly reducing the number of base learners
in the final ensemble. In our experiments, the number is
reduced from10 to the average of4 5 for different datasets.

3.3 Applications

We have two ongoing collaboration projects, on which
the SVM-guided ensemble approaches will be tested. The
first project is siRNA efficacy prediction [17]. It has been
conjectured the 19 nucleotides of each siRNA determine its
efficacy in achieving gene silencing, but others argued that
sequence features of siRNA may not enough for knowing
the efficacy. Nevertheless, the current performance of pre-
dictors are not supportive enough for reliable siRNA de-
sign. However, current approaches are often guided by ex-
perts’ domain knowledge and involves heuristic or man-
ually constructed rule-based predictors. These classifiers
have been demonstrating not too bad performance on small
siRNA data sets while demonstrating diverse even conflict-
ing predictions when being compared. We are conducting
the study of combining these diverse predictors, based on a
moderately large siRNA data set collected and screened by
our collaborators.

The second applications ensemble learning can work on
is web query categorization. Given a huge set of user
queries in a less labelled manner, the task is to predict
the queries’ categories automatically. Provided that many
search engines can return query results, it is thus meaning-
ful to study the combination of the responses from multi-
ple search engines or related sources. Provided that single
source may always have its hard-to-improve baseline accu-

racy, the improvement to the combination should play an
important role in increasing the overall accuracy. We study
this task setup by KDDCUP2005, due to the collaboration
nature of this project and its large-scale, the way to com-
bine the results from hybrid approaches needs some careful
consideration.

4. Conclusion

This short paper presents the regularization framework
for base learner selection and combination. This formula-
tion can result in better weights for selecting and combining
base learners. Results show the approach performs better
than the GASEN approach, which in turn has been verified
to be better than popular voting-based bagging and boosting
approaches.

In our current implementation, the standardl−2 SVM is
used for the selection and combination. But other variants
can be adapted to the learning of selecting and combining
base classifiers. But standard SVMs do not solve multiclass
tasks very well, which will be a further study issue for learn-
ing regularized classifier combination.

It is intuitive that techniques for feature selection specific
for data analysis are most likely usable for the base learner
selection. It is essential to investigate whether they are ex-
actly the same.

In ensemble study, the properties of base learners are in-
tensively studied, including their noise tolerance, complex-
ity, bias and variance error decomposition, etc. Can these
studies lead to better ways of selecting and combining base
learners, or has they already defined the limitation?
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Abstract

Partially observable Markov decision process (POMDP)
is commonly used to model a stochastic environment for
supporting optimal decision making. Computing the op-
timal policy for a large-scale POMDP is known to be in-
tractable. Belief compression, being an approximate solu-
tion, reduces the belief state to be of low dimension and
has recently been shown to be both efficient and effective in
improving the problem tractability. In this paper, with the
conjecture that temporally close belief states could be char-
acterized by a lower intrinsic dimension, this paper pro-
poses to cluster belief states based on their spatial and tem-
poral similarities, resulting in belief state clusters as sub-
POMDPs of much lower intrinsic dimension and to be dis-
tributed to a set of agents for collaborative problem solving.
The proposed method has been tested using a synthesized
navigation problem (Hallway2) and empirically shown to
be able to result in policies of superior long-term rewards
when compared with those based on only belief compres-
sion. Some future research directions for extending this be-
lief state analysis approach are also included.

1 Introduction

Markov decision process (MDP) is commonly used to
model a stochastic environment for supporting optimal de-
cision making. An MDP model consists of a finite set of
states, a set of corresponding state transition probabilities
and a reward function. Solving an MDP problem means
finding an optimal policy which maps each state to an ac-
tion so as to achieve the best long-term reward. One of the
most important assumptions in MDP is that the state of the
environment is fully observable. This, however, is unfit to
a lot of real-world problems. Partially observable Markov
decision process (POMDP) generalizes MDP in which the
decision process is based on incomplete information about
the state. A POMDP model is essentially equivalent to that

of MDP with the addition of a finite set of observations and
a set of corresponding observation probabilities. The policy
of a POMDP is now a mapping from histories of observa-
tions to actions.

For POMDPs, belief state is taken as a probability dis-
tribution over the unobservable real states as an effective
summary of the observation history and it is updated based
on the last action, the current observation, and the previous
belief state using the Bayes rule. The policy of a POMDP
is thus a mapping from a belief state to an action. The com-
plexity of computing the optimal policy for a POMDP is
much higher than that of an MDP with finite states due to
the continuous belief space. The best bound for obtaining
the exact solution is doubly exponential in the horizon (the
time steps which the problem will iterated over) [3]. For
large-scale POMDP problems, it is computationally infea-
sible even though it is known that the value function can be
proven piecewise linear and convex (PWLC) over the inter-
nal state space [1].

In the literature, there exist a number of different meth-
ods proposed to solve large-scale POMDP problems effi-
ciently via different elegant approximation used, including
the witness algorithm [1], VDC algorithm [10], BFSC algo-
rithm [11], etc. Another orthogonal direction is to take the
divide-and-conquer approach so as to result in some scal-
able solutions. In addition, the problem decomposition ap-
proach can further facilitate the problem solving to be con-
ducted in a multi-agent setting. While there have been some
previously work on automatic decomposition of POMDP,
efficient and effective paradigms to support POMDP de-
composition and distribution are still lacking.

In this paper, we are inspired by the recently proposed
belief compression approach for the fact that analyzing a
sample of belief states computed based observations could
provide us a lot of hints for reducing the problem complex-
ity in a problem-specific manner. For example, based on
the observation that belief states of POMDP can typically
be characterized by a much lower dimensional state space,
the belief compression approach uses dimension reduction
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techniques, like PCA and exponential PCA, to reduce the
problem complexity. With the conjecture that temporally
close belief states could be characterized by a set of clus-
ters, each with a further reduced intrinsic dimension, this
paper proposes to cluster belief states based on their spa-
tial (in the belief space) and temporal similarities, resulting
in belief state clusters as sub-POMDPs of much lower in-
trinsic dimension and to be distributed to a set of agents
for collaborative problem solving. We have tested the pro-
posed method using a synthesized navigation problem and
showed that the belief state clustering approach can result in
policies of superior long-term rewards when compared with
those based on standard belief compression.

The remaining of this paper is organized as follows. Sec-
tion 2 provides the background on belief compression. Sec-
tion 3 describes the proposed belief state clustering tech-
nique. Section 4 provides the details for computing the sub-
POMDP policies and how they are used for solving the en-
tire POMDP as a whole. Experimental results are reported
in Section 5 with possible extensions included in Section 6.
Section 7 concludes the paper.

2 Belief Compression

Belief compression is a recently proposed paradigm [7],
which reduces the sparse high-dimensional belief space to a
low-dimensional one via projection. The principle behind is
to explore the redundancy in computing the optimal policy
for the entire belief space which is typically sparse. Us-
ing a sample of belief states computed based on observa-
tions of a specific problem, data analysis techniques like
exponential principal component analysis (EPCA) can be
adopted for characterizing the originally high-dimensional
belief state space using a compact set of belief state bases.
This paradigm has been found to be effective in making
POMDP problems much more tractable.

Let S denote the set of true states,B denote the belief
state space of dimension|S|, b ∈ B denote the belief state
where itsjth elementbi(j) ≥ 0 and

∑|S|
j=0 bi(j) = 1, B

denote a|S| × n matrix defined as[b1|b2|...|bn] wheren is
the number of belief states in the training sample.

According to [7], one can apply EPCA and obtain a|S|×
l transformation matrixU which factorsB into the matrices
U andB̃ such that

B ≈ eUB̃ (1)

where each column ofB equalsb ≈ br = eUb̃ and the
dimension ofB̃ is l × n. As the main objective ofU is for
dimension reduction, it is typical thatl << |S|.

To compare with some standard dimension reduction
techniques like PCA, EPCA is found to be more effective
in dimension reduction. Also, EPCA can guarantee all the
elements of a belief state to be positive, which is important

as each belief state is a probability distribution by itself.
However, the transformation is a non-linear one, making
the value function of the projected belief states no longer
piecewise linear. The consequence is that many existing al-
gorithms taking the advantage of the piecewise-linear value
function become not applicable together with belief com-
pression. As suggested in [7], those sampled belief states
in the projected space can be used as the states of a corre-
spondingly formed MDP. One can then compute the optimal
policy for that associated MDP.

3 Clustering Belief States for POMDP De-
composition

3.1 General Ideas

Rather than being yet another technique to address the
POMDP’s scalability issue, we perceive that the belief com-
pression approach in fact opens up a new dimension for
tackling POMDP problems. That is the possibility to apply
data analysis techniques to the belief state space, leading
to the possibilities of having more elegant problem solving
tricks.

3.2 Dimension Reduction Oriented Clustering

As mentioned in [7], the efficiency of belief compression
is owing to its strategy for tackling the high-dimensional be-
lief state which is one of the main causes for the exponen-
tial complexity. To further exploit the dimension reduction
paradigm, we propose to decompose POMDP by analyzing
the manifold of a set of sampled belief states for clustering.
We anticipate that in those of the cases, there should exist
some clusterings which could result in more substantial di-
mension reduction per cluster when compared with that of
the overall belief states. In other words, the clustering cri-
terion that we are looking for is one that is formulated to
maximize the with-in cluster problem regularity to account
for the further reduction. To contrast, most of the conven-
tional data clustering techniques try to identify data clusters
for maximizing the overall inter-cluster variance/distance
while at the same time minimizing the overall intra-cluster
variance/distance.

This idea can be intuitively interpreted as exploitation of
the structural modularization from the belief state perspec-
tive. Thus, the proposed belief state clustering has some
analogy with POMDP decomposition. However, in the lit-
erature, most of the proposed POMDP decomposition tech-
niques focus on analyzing the original states of the POMDP,
instead of based on the statistical properties of belief state
occurrence as what being proposed in this paper.
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3.3 A Spatio-Temporal Criterion Function for
Clustering

In this paper, we propose to cluster the belief states based
on both their euclidean distance as well as their temporal
difference, with the conjecture that regularities should be
easier to identify for temporally close belief states. Among
all the clustering algorithms, thek-means algorithm [6] is
here chosen just for the simplicity reason. It bases on a func-
tion defined for measuring the distance between the clus-
ter means and each data item. Data found to be closest to
one of the cluster means will contribute to the update of
that mean in the next iteration. The whole process will re-
peat until it converges. For clustering belief states with the
dimension-reduction objective, we define a spatio-temporal
distance function between two belief states, given as

dist(bi, bj) = distspatial(bi, bj) + λdisttemporal(bi, bj)

=

√
‖bi − bj‖2 + λ‖ i− j

n|S| ‖
2 (2)

whereλ is a trade-off parameter for controlling the rela-
tive contribution of the first (spatial) term and the second
(temporal) term.n|S| is introduced to normalize the second
term to be within[0, 1

n ]. If λ is too large, it will dominate
the first term and thek-means clustering results will essen-
tially be cutting the belief state sample into some consecu-
tive parts according to the belief state appearance sequence
in the sample. Also, the value ofk, i.e., the number of clus-
ters, is another parameter that one can tune for optimal be-
lief state dimension reduction. To determine the values of
λ andk, we only used an empirical procedure in this paper
to be explained in the subsequent section. It is in fact pos-
sible to replace thek-means clustering with methods like
mixture of Gaussians so that the data partition becomes soft
instead of hard and the analytical derivation of optimalλ
could be possible. This part will further be pursued due to
the promising empirical results we obtained in this paper.

As just mentioned, the optimality ofk andλ should be
defined based on some criterion function which measures
the difference between the original belief states and the re-
constructed belief states after belief compression is applied.
As each belief state is a probability distribution, Kullback-
Leibler (KL) divergence could be used for evaluating the
discrepancy between the original belief states and the re-
constructed belief states, as given in Eq.(3).

KL(B) =
∑n

i=1 KL(bi‖br
i )

n
(3)

KL(bi‖br
i ) =

|S|∑

j=1

bi(sj) ln
(

bi(sj)
br
i (sj)

)
. (4)

For the original belief compression, the compression
is based on primarily one transformation matrixU as de-
scribed in Section 2. Now, as the belief states are clustered,
there will be several transformation matrices, each corre-
sponding to a particular cluster. Let the belief state sam-
ple be partitioned intoP clusters{C1, C2, ..., CP } and the
transformation matrix of thepth clusterCp to beUp. The
reconstructed belief states associated toCp can then be ap-

proximated asbr,Cp = eUpb̃. To measure the dimension re-
duction effectiveness via the clustering, the KL divergence
per cluster is to be computed, given as

KL(Cp) =

∑
bj∈Cp

KL(bj‖br,Cp

j )

|Cp| . (5)

Before proceeding to the next section for computing the
policy, we would like to highlight the fact that clustering the
belief states can result not only in reducing the overall com-
plexity for solving the original POMDP problem, but also
that for performing the EPCA for belief compression and
that for computing the transition probabilities of the pro-
jected belief states. This computational gain is achieved at
the expense of the clustering overhead as well as the opti-
mality of the resulting policy that we may sacrifice after the
problem decomposition. Fortunately, the clustering over-
head is found to be not significant when compared with the
overall complexity. For the resulting policy’s optimality, the
results we obtained so far are very positive.

4 Computing POMDP Policy

As mentioned in Section 2, those existing efficient ex-
act algorithms (e.g. Witness algorithm [1]) no longer fit to
solve the POMDP problem with reduced dimension due to
the non-linear projection due to EPCA. As in [7], we use the
MDP value iteration method on the low-dimensional sam-
pled belief states to get an approximate policy, which has
been proven to be a bounded-error approximation in [4].
While we do not have major contribution in this part, re-
lated formulations are still repeated here for completeness.

Let B̃ denote the set of belief state clusters, each being
associated with a different transformation matrixUp. Thus,
we have

B̃ = {B̃C1 , B̃C2 , ..., B̃CP } (6)

where
B̃Ci = {b̃j |br

j ∈ Ci}. (7)

The approximate value iteration algorithm uses the fol-
lowing rule to compute at-step lookahead value function
V t from a(t−1)-step lookahead value functionV t−1, given
as
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V t(̃bCk
i ) = maxa(R̃Ck (̃bCk

i , a)

+γ
∑

b̃
Ck
j

T̃Ck (̃bCk
i , a, b̃Ck

j ) · V t−1(̃bCk
j ))(8)

where R̃Ck and T̃Ck are the approximate reward and
transition functions in the corresponding partitioned low-
dimensional space.

4.1 Computing the Reward Function

The reward functionR(si, a) denotes an immediate re-
ward if taking an actiona at statesi. Naturally, an imme-
diate reward after taking an actiona at belief statebj or b̃j

should be the expected value over the all true states. See
following equation:

R̃Ci(b̃j , a) =
|S|∑

i=1

R(si, a)bj(si) (9)

Note that in some problems, there is another form of re-
ward functionR(si, a, sj) which means the immediate re-
ward is also relative to the state to be reached. Also, we can
get the expectedR(si, a) from R(si, a, sj),

R̃(si, a) =
|S|∑

j=1

R(si, a, sj)T (si, a, sj) (10)

4.2 Computing the Transition Function

Computing the transition function of the projected be-
lief states is a bit more complicated. One should first recur
to the transition trajectory of the high-dimensional space
based on the Bayes rules. It is a process in and out of
the high-dimensional and low-dimensional space to accom-
plish the beliefs’ evolvement, projection, reconstruction and
matching, as described in [7]. For our proposed method, we
only consider pairs of low-dimensional beliefs in the same
cluster, regardless of the possible transitions between clus-
ters. Thus, we get the transition functioñTCk (̃bCk

i , a, b̃Ck
j ).

as the sum ofp(z, j|i, a) over all observationsz, i.e.,

p(z, j|i, a) = ω(̃bCk
j , b̃′Ck)

|S|∑

l=1

p(z|sl)bCk
a (sl) (11)

whereb̃′Ck is the low-dimensional belief projected from a
high-dimensional beliefbCk of a clusterCk, which is up-
dated after executing an action and receiving an observa-
tion from the high-dimensional reconstruction ofb̃Ck

i us-

ing br,Ck = eUb̃Ck . ω(̃bCk
j , b̃′Ck) = 1

k as we usek-
nearest-neighbor for approximate discretization on the low-
dimensional belief space. Also,p(z|sl) in Eq.(11) can be

computed as

p(z|sl) =
|S|∑

i=1

p(ai|sl)p(z|ai, sl) (12)

with p(ai|sl) = 1
|Actions| andp(z|ai, sl) is the given ob-

servation probability. ForbCk
a (sl) in Eq.(11), it denotes the

expected belief and can be computed as

bCk
a (sl) =

|S|∑

j=1

T (sj , a, sl)bCk
i (sj) (13)

. It is updated only by executing an action instead of using
both action and observation.

Generally speaking, constraining the transitions within
clusters will bring some reward information loss and
weaken the policy quality accordingly. However, the spatio-
temporal clustering we adopted is essentially geared to re-
duce the loss to a certain extent since it is based on the con-
jecture that belief state visited within a short period will
try to be clustered as far as possible based on the spatio-
temporal notion. In other words, good clustering results
should benefit not only dimension reduction, but also the
accuracy of the subsequently computed policy.

4.3 Value Function Computation and Policy Ap-
plication

The final step is to compute the value function for each
cluster to get the policy tables corresponding to the clusters
using the reward and transition functions computed accord-
ing to the previous two subsections. Based on Eq.( 8), the
conventional MDP value iteration algorithm can be used,
which will stop when the value at time stept + 1 is mathe-
matically close to the value at time stept.

To apply the policy in a multi-agent setting, the com-
puted policy tables will be distributed to different agents
and a coordinating agent is needed with the role of select-
ing which agents to forward a new observation to based on
comparing the corresponding high-dimensional belief state
with the sampled beliefs. Our implementation selects the
nearest one which is indexed with the corresponding agent
for taking the next step action based on the agent’s policy
table.

5 Experimental Results

5.1 The Hallway2 Problem

The Hallway2 Problem which is defined with a specific
maze is commonly used to test the scalability of algorithms
for solving POMDP problems (see also [1]). The problem is
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to find the goals in the maze with 92 states (4 being the goal
states), and contains 5 actions and 17 types of observations.
Reaching one of the goal states will yield a+1 reward and
then the next state will be set to a random non-goal state.
In addition, it is assumed that all the non-goal states of the
problem are equally likely to be the initial state location and
thus the starting belief state isb1 = ( 1

88 , ..., 1
88 )T . Also, the

discount factor used is 0.95. In this paper, all the experi-
mental results reported are based on this problem setting.

5.2 Belief State Sampling

The process of belief compression is operated on a belief
state sample generated via simulation. During the simula-
tion for sample generation, two levels of random numbers
are used to select an action, and the Bayes rules are used to
evolve the belief states. When one random number is found
to be less than the threshold defined as 0.5, another random
number will be generated to decide the next action. Oth-
erwise, it will sum up all the beliefs generated so far and
take the state with the maximal sum of probabilities as the
current state. Then, an MDP solver will be called to get the
corresponding policy table to choose the next action for its
’current state’.

The belief states in consecutive time steps often have
similar shape with the same number of modes. These
“structural” similar belief states could have them repre-
sented at a much lower dimension. That’s why the belief
state space is often considered to be sparse.

5.3 Performance of Belief State Clustering

The first experiment focuses on evaluating the effective-
ness of the proposed spatio-temporal clustering scheme for
overall dimension reduction. We enumerated a set of dif-
ferent values for the trade-off parameterλ and evaluated
the corresponding dimension reduction performance. For
performance measurement, we contrasted the values of the
KL-divergence between the set of original belief states and
the ones reconstructed based on the conventional belief state
compression (i.e., without clustering) and the one we pro-
posed in this paper with belief state clustering. Figure 1
shows a cube with three axes being reduced dimension, the
number of clusters and KL-divergence. We only plot the
dots where the averaged KL divergence of the clusters is
less than the averaged KL divergence using the conventional
belief compression. According to Figure 1, it is noted that a
number of settings can result in better overall dimension re-
duction. Among those settings, we set a filter and highlight
those with high reduction. The filtering is based on a ratio
R, defined as
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Figure 1. The best parameter settings with
R > 0.95.

R(λ, l, P ) = 1/P∗
P∑

p=1

(KLU (λ, l, Cp)−KLUp
(λ, l, Cp))

KLU (λ, l, Cp)
(14)

where KLU (λ, l, Cp) stands for the KL-divergence be-
tween the original belief states in thepth cluster and the
corresponding reconstructed belief states based on onlyU
(original EPCA), andKL{Up}(λ, l, Cp) stands for the KL-
divergence between the original belief states in thepth clus-
ter and the corresponding reconstructed belief states based
onUp (resulted from applying EPCA to the cluster).

In Figure 1, those solid points show the parameter set-
tings which result in havingR > 0.95. Among them, the
operation pointR(3, 3, 4) was chosen. This point is equiv-
alent to the situation that the belief state sample is parti-
tioned into 4 clusters, its dimension is reduced to 3, and the
trade-off parameterλ is 3. Figure 2 shows a particular belief
state and two reconstruction using the conventional EPCA
(the upper diagram) and the proposed clustered EPCA (the
lower diagram). The latter one’s reconstruction can almost
completely overlap the original belief state, which is a more
accurate reconstruction than the former one. Also, Figure
3 shows the temporal sequence of the belief states in each
cluster. It is noted that in some clusters (e.g., Cluster 1,
3), the belief states under them are only partially ordered,
which is consistent to the spatio-temporal criterion function
used.

Table 1 tabulates the performance measures for compar-
ing the KL divergence given the belief state dimension is
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Figure 2. Reconstructed belief states using
the conventional EPCA and the proposed
method.

reduced to three. Obviously, the values of the KL diver-
gence obtained using the proposed spatio-temporal cluster-
ing were much lower than the case using only EPCA. Figure
4 shows the changes of the average KL-divergence at dif-
ferent reduced dimensions using EPCA. Note that the KL-
divergence values in the figure are much bigger than those
reported in Table 1. In addition, as reported in the last col-
umn of Table 1, our proposed method took 71.94 seconds
while the conventional EPCA took 153.08 seconds.

5.4 Policy Quality with Spatio-Temporal Cluster-
ing Introduced

In terms of those operation points(λ, l, P ) (could be in-
terpreted as model configurations) with significant intrinsic
KL-Divergence reduction, we compute the policy for each
cluster and test the policy. The comparison of policy per-

Original Proposed Comp.
# Items EPCA Method Cost (sec.)

Cluster1 96 1.3997 0.0024 1.84
Cluster2 16 0.4998 0.0004 0.34
Cluster3 36 0.1893 0.0003 0.49
Cluster4 352 4.2596 0.4938 69.27

Table 1. Performance comparison between
the conventional EPCA for belief compres-
sion and the proposed method, where the
number of clusters is 4, the reduced dimen-
sion is 3 and λ = 3.
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Figure 3. Temporal sequence of the belief
states in the four clusters.
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Figure 5. A comparison of policy performance
using different schemes, different number of
clusters P and different reduced dimensions
l for average reward over 1000 trials. The op-
eration point is labelled as (λ, l, P ).

formance occurs between the computing policy via dimen-
sion reduction directly and computing policies via spatio-
temporal clustering using different numbers of bases. For
each operation point, we execute 1000 trails. Each trail
is a trajectory with maximal 251 steps before any one of
the objective states is reached. The trajectory is evolved by
executing the computed policies. Our experimental results
show that nearly half of these operation points result in the
policy quality enhancement, and some of them help increase
the average reward greatly.

According to Figure 5, we can see obvious performance
enhancement over the conventional belief compression. For
the Hallway2 problem with 500 sampling beliefs, it also
shows that using four clusters is a generally better strategy.

Table 2 lists out the detailed parameter settings of
some operation points selected for performance compar-
sion. Generally speaking, those settings with relatively
higher R(λ, l, P ) ratio induces a better average reward,
which is consistent to our conjecture that a clustering with
a better dimension reduction power should also result in a
policy of higher quality. It is also noted that it is hard to set
a threshold of getting a good set ofl andP as the value of
the ratioR(λ, l, P ) for resulting in better policy varies quite
a lot given different set ofl andP .

As being discussed before, the performance enhance-
ment is induced by the much more accurate low-
dimensional representation, though some rewards among
clusters are lost inevitablely. Our experimental results are

avg. reward avg. reward
without clustering: with clustering:

at l at O-Point λ l P R(λ, l, P )
0.0191 11 2 2 0.1781

0.0180 0.0211 13 2 2 0.3646
0.0182 19 2 2 0.2167
0.0180 3 2 4 0.7857

0.0180 0.0161 13 2 4 0.5229
0.0149 21 2 4 0.4954
0.0258 19 5 4 0.6387

0.0199 0.0284 21 5 4 0.7044
0.0224 3 6 4 0.7857

0.0174 0.0214 17 6 4 0.5229
0.0185 19 6 4 0.4954

Table 2. Performance comparision for differ-
ent parameter settings.

consistent with what we have discussed in the previous sec-
tion and show that the reward loss do not affect much the
overall performance given good spatio-temporal clustering
results.

6 Discussion and Future Works

This paper mainly demonstrates the possibility of clus-
tering the belief states in a spatio-temporal manner for
achieving further belief state compression and good policy
performance. We are currently working on several exten-
sions of this work as depicted as follows.

6.1 Towards Optimal Spatio-Temporal Cluster-
ing

While the criterion function used in this paper has shown
to be effective empirically, it is by no means an optimal
choice. In addition, we still lack automatic mechanisms
(other than exhaustive search) for setting the parameters to
govern the clustering. We believe that this is an immediate
and important research direction to be pursued in the future.

6.2 Hierarchical POMDP Decomposition

Hierarchical POMDP (HPOMDP) Decomposition has
recently been proposed for decomposing a POMDP prob-
lem into a hierarchy of related POMDP models of reduced
size. PolCA [9] is a representative example where the de-
composition is resulting from the decomposability of the
action domain. The limitation of HPOMDP is that the de-
composition is not fully automatic, where the underlying
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hierarchy of actions requires knowledge of domain experts.
In other words, this is domain-specific. Also, the decom-
position is not based on the belief states. It would be inter-
ested to see if the notion of hierarchical decomposition can
be incorporated in the proposed spatio-temporal clustering
framework with further performance gain.

6.3 The Multi-Agent Consideration

In this paper, we distribute each sub-POMDP to a prob-
lem solving agent. The agents are basically independent to
each other, except to be coordinated by the brokering agent.
As the decomposition based on the proposed belief state
clustering may not result in a set of sub-POMDP problems
which are equivalent to the original POMDP problems, in-
teraction between those agents for achieving the overall op-
timal policy is an important research issue. Nash Equilib-
rium is an important concept commonly used in multi-agent
learning [5] for solving decentralized MDP [2] and POMDP
problems [8]. Our research agenda also includes how to
apply this paradigm to the our decomposition scheme for
further performance boosting. The basic idea is that every
agent would conjecture other agents’ behaviors and give the
best response to other agents from its local view. A Nash
equilibrium usually would not deduce the optimal policy.
However, it should be able to guarantee a not-too-bad sub-
optimal one.

What being described so far assumes that the whole
model of the decision process is known. That is, we have
the perfect knowledge about the reward function, transition
function and observation function. Solving the correspond-
ing POMDP problems is an off-line process. It is also inter-
ested to see how the multi-agent approach can be extend to
support online learning (e.g., Q-learning [12]) for POMDP
under partial observation scenarios.

7 Conclusion

This paper extends the recently proposed belief compres-
sion by introducing a spatio-temporal belief state clustering
for addressing large-scale POMDP problems. It was found
that the proposed spatio-temporal method can further com-
press the belief states in each cluster to a much lower di-
mension while maintaining similar belief state reconstruc-
tion accuracy and thus a better policy. Also, each cluster of
belief states can naturely been distributed to different agents
for collaborative problem solving. Future research direc-
tions include at least further enhancement in automatic de-
termination of clustering parameters, hierarchical clustering
of the belief states and the integration of the proposed belief
state clustering and the multi-agent paradigm as a unified
solution for solving large-scale POMDP problems.
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Abstract

Mining distributed data for global knowledge is getting
more attention recently. The problem is especially challeng-
ing when data sharing is prohibited due to local constraints
like limited bandwidth and data privacy. In this paper, we
investigate, in particular, how to derive the intrinsic mani-
fold (as a 2-D map) for a set of horizontally partitioned data
which cannot be shared directly. The proposed methodol-
ogy is a model-based one. It first computes hierarchical
local data abstractions, then aggregates the abstractions,
and finally learns a global generative model – generative
topographic mapping (GTM) based on the aggregated data
abstraction. We applied the proposed method to both syn-
thetic and real datasets. The experimental results show that
the derived manifold is found to be comparable to that of
the original GTM without the local abstraction introduced.

1. Introduction

Recent progress in automatic data collection, data stor-
age and networking technologies has resulted in high ac-
cessability of distributed and massive data for application
domains like e-Science and e-Commerce. This in turn trig-
gered the need of performing data mining in a distributed
environment. The distributed data mining problem is chal-
lenging as data sharing is in many cases prohibited due to
local constraints like limited bandwidth and data privacy.
The former limitation is faced when the distributed data
are of high volume. The latter limitation happens when
the local data owners indicate high privacy concern, even
though they still prefer to have some degree of personalized
e-services. Distributed data mining [13] has found applica-
tions in financial data analysis, personal transaction records
analysis. medical data analysis, intrusion detection, etc.

Distributed data mining typically involves two steps –
first performing local data analysis and followed by com-
bining the local results to form a global one. For example, in

[16], a meta-learning process was proposed for combining
a set of locally learned classifiers (decision trees in partic-
ular) to achieve high classification accuracy. A related im-
plementation has been realized on a Grid platform known as
the Knowledge Grid [5]. In [13], Kargupta et al. proposed
collective data mining where the distributed data sources
possess different sets of features (also known as vertical
data partition [19]). They considered each source as an or-
thogonal basis, and then combine them to form the overall
result. This method has been applied to learning Bayesian
Networks for Web log analysis [6]. In addition, distributed
association rules mining algorithms with privacy preserva-
tion capability has been proposed in [1, 2].

An inevitable limitation of the aforementioned method-
ology is that aggregating local analysis results could result
in the loss of information which is essential for the subse-
quent global pattern discovery. One possible remedy is to
allow partial information exchange among the data sources
during the local data analysis step [21]. An alternative ap-
proach for minimizing the chance of losing important local
information is to adopt a flexible statistical model for ab-
stracting the local data. The model flexibility allows the
local data granularity, and thus the extent of information
loss, to be controlled. A model with high complexity usu-
ally can retain more details when compared with one of low
complexity The use of the model-based approach for dis-
tributed data mining was first proposed in [15, 14, 20]. In
[20], Zhang et al. demonstrated how a global cluster model
can effectively be learned based on local data abstractions.

In this paper, the distributed model-based approach was
extended to derive the intrinsic manifold of a set of dis-
tributed data. Generative topographic mapping (GTM),
which is an effective nonlinear mapping tool for visualiz-
ing high dimensional data sets, was chosen to be the global
model due to its generative nature. Gaussian mixture model
(GMM) [12] was chosen for the local data abstraction as it
is generally considered to be a universal approximator (thus
flexible) for arbitrary data distributions [3]. From the per-
spective of data privacy control, a data set represented by
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a GMM with fewer components provides coarser informa-
tion (i.e., higher level of privacy) than one with more com-
ponents. In the extreme case, a GMM with only one single
component provides the coarsest information about the data
set but at the highest privacy level. The model accuracy in-
creases (and thus the privacy decreases) as the number of
the GMM’s components increases. This kind of represen-
tation flexibility of GMM makes it an excellent candidate
to meet the diverse data privacy requirement of each dis-
jointed local source. From the perspective of bandwidth
requirement for data sharing, a GMM with a single com-
ponent requires the lowest while a GMM with its number
of components equal to that of the data1 is the highest.

To learn the global model (in our case GTM), the con-
ventional approach of regenerating virtual data by apply-
ing, say, Monte Carlo Markov Chain (MCMC) sampling
[10] to the aggregated local data abstraction can be adopted
[15]. While it has the advantage that most of the existing
data mining and machine learning techniques can be used
directly for the global analysis, the resampling step could
be computationally expensive. Also, a sufficiently large set
of virtual data has to be generated in order to result in an ac-
curate global model, which in turn will lead to long global
model training time. In this paper, we propose a modi-
fied EM-like algorithm for learning a global GTM directly
from the aggregated local data abstraction. We applied the
proposed method to both synthetic datasets (S-curve2, oil
data [4]) as well as real dataset (WebKB3) for intrinsic data
manifold visualization. The experimental results showed
that the proposed distributed learning approach can achieve
comparably good visualization results and at the same time
satisfy the limited bandwidth and data privacy requirements
of the local sources in a controlled manner.

It may be worth mentioning that the distributed data min-
ing problem concerned here is different from some related
fields, e.g., distributed query processing and parallel clus-
tering. Distributed query processing [8] mainly concerns
query optimization in a distributed environment instead of
data analysis. Parallel clustering [18] mostly assumes that
the data partitioning can be under the user’s control for fa-
cilitating the global analysis/processing objective. Instead,
we consider that the local data are by default distributed and
cannot be partitioned purposely.

The rest of the paper is organized as follow. Section
2 describes in detail the problem formulation and a novel
EM-like algorithm for learning a global GTM from a set
local GMMs aggregated as the local data abstraction. De-
tails about the experiment design as well as the correspond-

1In that case, one GMM component is supposed to represent one data
item.

2The S-curve is downloadable at
”http://www.cs.toronto.edu/ roweis/lle/code.html”

3The WebKB dataset can be downloaded at ”http://www-
2.cs.cmu.edu/afs/cs.cmu.edu/project/theo-11/www/wwkb/”

ing results demonstrating the feasibility and effectiveness of
the proposed method can be found in Section 3. Section 4
concludes the paper.

2 Problem Formulation

2.1 Local Data Abstraction

Local data abstraction is here defined as the process of
representing a given set of data by its statistics forming an
abstraction. Via the abstractions, the statistical information
of the data can be shared, instead of the data themselves. As
discussed in Section 1, we need the abstraction which can
provide a handle for sharing local data as well as controlling
dynamically the degree of data privacy and the bandwidth
required in a distributed environment like the Internet. We
formulate this abstraction process as parametric density es-
timation and GMMs with different numbers of components
are adopted to support sharing local data details at different
granularity levels.

Assume that there are totally L distributed data sources.
Let ti ∈ �d denote the ith observed data item of dimen-
sion d, θl denote the set of parameters of the local model
(GMM) as the abstraction of the lth source, θlj denote the
jth component’s parameters of the lth local model (includ-
ing the component’s mean µlj and covariance matrix Σlj),
αjl denote the mixing proportion of the jth component in
the lth local model. The probability density function (pdf)
of the lth local model plocal(ti|θl) with Kl components is
given as,

plocal(ti|θl) =

Kl
∑

j=1

αjlpj(ti|θlj)

Kl
∑

j=1

αjl = 1

pj(ti|θlj) = (2π)−
d
2 |Σlj |− 1

2 exp{−1

2
(ti − µlj)

T Σ−1
lj (ti − µlj)}.

The local GMM parameters (abstractions) extracted
from each of the sources, i.e., {θ1, θ2, ..., θL}, can then be
sent to a global server to learn a global data model. Figure 1
is an illustration of the problem we are addressing. There
are three distributed local data sources (Figure 1 (a)-(c)) and
the objective is to identify data clusters in the global sense.
As shown in Figure 1 (d)-(f), the local GMMs’ parameters
{θ1, θ2, θ3} are first derived as the abstractions of the dis-
tributed local data by applying some model-based cluster-
ing algorithm to each of the local data sets. By aggregating
the local GMMs’ parameters to form an aggregated local
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model, our goal is to acquire the global model, i.e., to esti-
mate the global model parameters directly from the aggre-
gated local model, as shown in Figure 1(g). In principle, the
global model can be any generative model. In this paper, we
show the details about how a global generative topographic
mapping can be learned.

To compute the local data abstraction, a fast algorithm
with the ability to derive a family of GMMs with differ-
ent number of components for representing the local data at
different granularity levels is generally needed. Instead of
using the conventional Expectation and Maximization (EM)
algorithm [7] to derive the local GMMs parameters, we used
in this experiment first the agglomerative hierarchical al-
gorithm (AGH) which is one of the most commonly used
bottom-up method for hierarchical data clustering. Each
cluster at the bottom level of the dendrogram derived by
AGH is an original data item, and a big cluster including
all the data items lies on the top of AGH hierarchical tree.
Levels in-between reflect different levels of data clustering
details. Given a particular level of clustering (say chosen
based on an individual’s privacy concern), each cluster can
form a local Gaussian component by computing the mean
and covariance matrix of the data within the cluster. Fig-
ure 2 illustrates how the hierarchy of local data abstraction
is built up.
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Figure 1. Originated from three local data
sources with 1, 2 and 3 data clusters respec-
tively (i.e., altogether 6 aggregated local com-
ponents), the proposed methodology learns
the global model by aggregating the abstrac-
tions from the local sources.

2.2 Learning A Global GTM

Generative topographic mapping (GTM) [4] is a prob-
abilistic non-linear latent variable model which can be

Figure 2. A hierarchy of data abstractions,
D1, ...,D5, where a higher level of abstraction
is acquired by merging two nearest data sub-
groups at the next layer and of finer data de-
tails. For instance, D2 contains four sets of
means and covariance matrices to be shared
for global analysis.

used to explore the intrinsic manifold of a set of high-
dimensional data. GTM assumes that the data are generated
due to a set of latent variables in a low-dimensional (usu-
ally 2D) latent space via a non-linear mapping that maps
a lattice in the latent space to the observed data in the data
space, with the original data topology preserved in the latent
space, as shown in Figure 3. Visualizing the latent space
with the original high-dimensional data projected back to
it can result in a map (for the 2D case) as an “unfolded”
version of the intrinsic data manifold. The unfolded man-
ifold, in many cases, can help understanding the structure
and organization of the data. In the literature, there also ex-
ist other nonlinear manifold learning methods, for instance,
locally linear embedding (LLE) [17] and isometric feature
fapping (ISOMAP) [11]. They can also find a 2D embed-
ding of image expression for the purpose of data visualiza-
tion. Both of them work well on capturing the intrinsic non-
linear structure presented in the high dimensional data space
by preserving local linear combination among data items or
finding the geometric shortest distance between data items.
Similar to GTM, these methods also assume the data to be
fully observed, which is sometimes not the case. GTM is
chosen in this paper instead of the others mainly because of
its generative nature. It will be interesting to see if mod-
els related to ISOMAP and LLE can have some generative
interpretations so that the proposed method can also be ap-
plied.

2.2.1 GTM Formulation

Let ti ∈ �d denote the ith observed data item in data space,
zk ∈ �H denote the kth lattice point (altogether M ) de-
fined in the latent space. y(z;W ) := WΨ(z) maps in an
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Figure 3. An illustration of GTM.

non-linear fashion a point z in the latent space onto a corre-
sponding point y in the data space, with the mapping gov-
erned by a generalized linear regression model Ψ weighted
by W . Thus, a lattice pre-defined in the latent space would
be mapped onto an L dimensional non-Euclidean manifold
in the data space. A multivariate Gaussian distribution in
the data space is assumed in GTM for ti given zk, given as

p(ti|zk,W, β) = (2π)−
d
2 β

d
2 exp{−β

2
‖(ti − y(zk;W )‖2}

(1)
where β is the reciprocal of the data variance.

The overall log likelihood function for GTM is given as

N
∑

i=1

ln
1

M

M
∑

k=1

p(ti|zk,W, β) (2)

Where N is the total number of data items.
The EM algorithm is typically used for estimating the

parameters W and β. The E-step for the original GTM is
given as

Rik(Wold, βold) = P (zk|ti,W, β) =
p(ti|zk,Wold, βold)

∑M
j=1 p(ti|zj ,Wold, βold)

where Rik is the estimated indicator for the kth latent lat-
tice point of the global model generating the ith data item
and Wold and βold are the current estimates of the GTM’s
parameters. The M-step is then given as

N
∑

i=1

M
∑

k=1

Rik(Wold, βold){WnewΨ(zk) − ti}Ψ(zk)T = 0 (3)

1

βnew
=

1

Nd

N
∑

i=1

M
∑

k=1

Rik(Wold, βold)‖WnewΨ(zk) − ti‖2 (4)

2.2.2 Learning from Local Data Abstraction

In order to learn the global GTM model parameters directly
from local GMM parameters, we first approximate the orig-
inal estimated indicators Rik, as shown in Figure 4 (a), by

a uniform distribution, as shown in Figure 4 (b), over the
data items corresponding to a particular GMM component
which is now to be shared instead of the data.

(a) Rik . (b) Rlk .

Figure 4. Illustration of approximating Rik

with Rlk. Regions A, B and C correspond to
the inaccuracy resulted due to the approxi-
mation.

Assume that Rlk is now an indicator for the lth local
component4 with its underlying data to be generated by the
kth global component. That is, the likelihood of the subset
of the data generated by the kth component of the global
model is assumed to be approximated by an overall estimate
of the corresponding lth local component being generated
by the same component of the global model. By approxi-
mating Rik as

Rik ≈
∑

i∈lthsourceRik

Nl
(5)

and defining
Rlk =

∑

i∈lthsource

Rik (6)

where Nl denotes the number of data from the lth source.
To estimate Rlk which is now an indicator of a local

Gaussian component being generated by a global Gaussian
component, the Kullback Leibler (KL) divergence between
global and local components is used with the formulation
given as

Rlk =
exp{−D(plocal(t|θl)||pgtm(t|zk,W, β))}

∑M
j=1 exp{−D(plocal(t|θl)||pgtm(t|zj ,W, β))}

(7)
where the KL-divergence D(plocal||pgtm) can be derived
as

ln
β− d

2

|Σl| 12
+
β

2
tr(Σl)

+
1

2
(β(y(zk;W ) − µl)

T (y(zk;W ) − µl) − d). (8)

4Note that by aggregating a set of local GMMs, an equivalent overall
GMM can readily be formed. In the subsequent derivation, we abuse the
index “l” to refer to one of the local components of the aggregated local
model.
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When the local GMM is reduced back to a data item, the
first two terms of Eq.(8) will become constant with respect
to the local data and thus only the third term will be in effect.
Eq.(8) is then degenerated back to the original GTM’s E-
step.

Accordingly, the new M-step can be derived as

L
∑

l=1

M
∑

k=1

Rlk(Wold, βold){WnewΨ(zk) − µl}Ψ(zk)T = 0 (9)

1

βnew
=

1

Nd

M
∑

k=1

(

L
∑

l=1

Rlk(Wold, βold)(Σl + µlµ
T
l ))

− 1

Nd

M
∑

k=1

((WnewΨ(zk))2
L

∑

l=1

Rlk). (10)

2.2.3 GTM Initialization Based on Local Abstraction

Given the aggregated local model, the initialization of the
global GTM can be obtained as equivalent to that of the
original GTM. Original GTM uses principle component
analysis (PCA) for initializing β and W . For the proposed
method, original data are lacking for computing the global
data covariance matrix, and thus the PCA. Fortunately, one
can easily show that the global covariance matrix can ana-
lytically be derived based on the covariance matrices of the
local data, given as

µglobal =

∑L
l=1Nlµl

N

Σglobal =

∑L
l=1Nl(Σl + µlµ

T
l )

N
− µglobalµ

T
global.

3 Experiments on Distributed Data Visual-
ization

To evaluate the effectiveness of the proposed approach of
visualizing distributed data using GTM, experiments were
performed based on two synthetic datasets (oil flow data and
S-curve data) and one real dataset (WebKB). In each ex-
periment, the dataset was first horizontally partitioned in a
random manner into three equal parts as local data sources.
Then, global GTMs were to be learned in each experiment
for comparison. Both the original GTM learned directly
from the original dataset and the new GTM learned from
the aggregated local model were tested.

For the experiments on the oil flow and S-curve datasets,
1600 latent lattice points were chosen as the global GTM
parameters. For the experiments on the WebKB dataset, 400
latent lattice points were selected instead as the dataset con-
sists of less data items in comparison with the two synthetic
ones.

3.1 Visualizing Oil Flow Data

The oil flow dataset was originally used in [4] for mim-
icking the measurements of oil flows mixed with gas and
water along multi-phase pipelines. The 12-dimensional
data set consists of 1000 instances evenly distributed among
three different geometrical configurations – stratified, annu-
lar and homogeneous.

In this experiments, 100, 200 and 300 local components
were tested for the abstraction of each local data source.
The global GTM learned from the local model parameters
were compared with the GTM learned directly from the oil
flow data. We expected that if each local data item is to
be represented by one local Gaussian component (the ex-
treme case), the performance of the proposed approach will
be equivalent to that of the original GTM. If less local com-
ponents are assumed, the visualization results may start to
degrade.
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(a) 100 local components in each lo-
cal source.
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(b) 200 local components in each lo-
cal source.
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(c) 300 local components in each lo-
cal source.
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(d) The visualization of the original
GTM.

Figure 5. The visualization of the oil flow
data in the latent space using GTMs with
1600 latent variables. The posterior means
of the projected data of the three different
configurations, namely homogeneous, annu-
lar and stratified, are labelled as red circles,
blue triangles and green asterisks, respec-
tively. Their posterior modes are all shown as
crosses. Three equally weighted distributed
local sources are assumed.

The visualization results obtained are shown in Figure 5.
Figure 5(d) reveals the oil flow data manifold obtained via
the GTM learned from the original dataset. Figure 5(a-c)
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show the visualization results obtained using the proposed
method but with different numbers of local components,
and thus different data granularity levels. It was observed
that the visualization map obtained using 300 local compo-
nents for each source was comparable to that of the origi-
nal GTM, as shown in Figure 5(d). The visualization result
degraded gracefully when the number of local components
was dropped to 200 and then to 100. This is consistent to
what being anticipated.

3.2 Visualizing S-curve Data

S-curve is another commonly used dataset adopted by
many nonlinear manifold learning algorithms for testing the
algorithms’ capability to unfold its intrinsic 2-D plane hid-
den in a 3-D data space of which the shape likes the alphabet
‘S’. For the purpose of visualization, the 2000 data items in
the dataset were labelled. We first divided the dataset into
six continuous parts along the data instrinsic 2D manifold.
They were then labelled as blue, red, green, yellow, ma-
genta and cyan circles respectively. 30, 60, 90, 120 and
1500 local components were chosen for the abstractions of
each local source. And the visualization results were shown
in Figure 6.

Figure 6(f) reveals the intrinsic manifold unfolded by the
original GTM learned directly from the data. Those ob-
tained using the proposed GTM based on different numbers
of local components are shown in Figure 6(a-e). The man-
ifold in Figure 6(a) was obtained according to the situation
with only 30 local components per source and found to be
the worst when compared with the other maps using more
local components. In the top region of the map, it can been
seen that the blue circles tangled up with the red ones which
means that it fails to unfold the top part of the original S-
curve data well. A similar situation was observed for the
bottom part. In Figure 6(b-d), the aforementioned two un-
folded areas, i.e. the top and bottom parts, started to be
folded up and were finally completely unfolded as the num-
ber of local components per source was increased from 30
to 60, 90 and 120. When the number of local components
was close to the number of data items, as shown in Fig-
ure 6(e), the visualization results was found to be almost
equivalent to that of the original one shown in Figure 6(f).

3.2.1 Visualizing WebKB Dataset

The original WebKB dataset contains 8275 university Web
pages of 7 pre-defined categories, including course, depart-
ment, project, faculty, etc. To evaluate the effectiveness of
the proposed approach for unfolding the manifold of this
real dataset, we prepared a subset from the WebKB with
182 Web pages from 3 categories of WebKB: course, de-
partment and faculty, and labelled the subset in yellow, ma-
genta and cyan circles respectively. Some pre-processing
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(a) 30 local components.
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(b) 60 local components.
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(c) 90 local components.
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(d) 120 local components.
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(e) 1500 local components.

−1 −0.5 0 0.5 1
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1
new GTM:  Document=1980,  noLts=1600,  noBsn=81

(f) The original GTM.

Figure 6. The visualization of the S-Curve
data which was partitioned into three equally
weighted distributed local sources for this ex-
periment.

steps including the removal of stop words, stemming and
merging were performed. Finally, each Web page was rep-
resented as a feature vector with the conventional tf-idf 5 of
a set of globally indexed terms computed as its elements.
The dimension of the feature vector used in this experiment
was 551, each corresponds to one distinct term.

In this experiment, 30, 90 and 300 local components
were chosen as the abstraction of each local source. Then,
the manifolds of the WebKB unfolded by the original GTM
and the modified GTM were shown in Figure 7. It was ob-
served that when less local components were used, as shown
in Figure 7(a), the projected feature vectors were sparsely
spread over the map and it was hard to tell how the three
categories of data are distributed based on the visualiza-
tion. When the number of local components increases, Fig-

5“tf ” stands for term frequency which counts the term’s occurrence in
a document. “idf ” stands for inverse document frequency which counts
the reciprocal of the term’s occurrence in the whole document population.
tf-idf is a product of the two.
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(a) 30 local components.
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(b) 90 local components.
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(c) 300 local components.
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(d) Original result.

Figure 7. The visualization of a subset of
the WebKB dataset which was partitioned
into three equally weighted distributed local
sources for this experiment.

ure 7(b) shows three separated clusters more clearly, except
that some red and blue circles are overlapping withe each
other on the left side of the map. Figure 7(c) shows the set-
ting with 300 local components per sources and the result
was comparable to that of the original GTM (Figure 7(d)).

4 Conclusions and Future Work

In this paper, we propose the use of the model-based ap-
proach for visualizing distributed data with the constraint
that the distributed local data cannot be shared directly.
Gaussian mixture models (GMM) are adopted for local data
abstraction and generative topological mapping (GTM) is
chosen as the global model for high-dimensional data visu-
alization. A novel EM-like algorithm is proposed for learn-
ing the global GTM solely based on the aggregated local
GMM. The effectiveness of the proposed method was rig-
orously evaluated using a number of datasets with promis-
ing results. Gracefully degrading global visualization re-
sults were obtained as the granularity level of the local data
became finer. We believe that the positive results we ob-
tained and the formal steps we used in this paper hints the
potential of the proposed method to form a principled way
to tackle the mining of highly distributed high-dimensional
data in a networked environment with limited bandwidth or
high data privacy concern.

As mentioned in the paper, the flexible local abstraction
provides a mechanism to control the level of local data gran-

ularity. The control can then be based on some quantitative
measures indicating individual’s privacy concern or band-
width requirement. This will be related to data privacy man-
agement and this work should lay a technical foundation for
enabling the related management systems to be developed.
One important research issue is to find a formal framework,
say based on information theoretic, to quantify data privacy
level. In addition, it will also be interesting to see how the
global model inaccuracy can be related to the local data un-
certainty (say caused by local data privacy concern). Based
on the relation, the global and the local servers can “ne-
gotiate” in a self-organized manner to achieve the highest
global model accuracy with less local data privacy further
compromised. Such an active and collaborative data min-
ing problem can easily be seen to be a natural extension of
this work, which we will further pursue in the future.
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A Detailed derivation of the Proposed EM
Steps

Suppose there are L local components in the d-
dimensional data space and K lattice points in the latent
space. By approximatingRik withRlk, the E-step for GTM
is redefined based onKL-divergence between the local and
global Gaussian components. Using Pl for Plocal and Pg

for Pgtm, Rlk is given as

Rlk =
exp{−D(pl(t|θl)||pg(t|zk,W, β))}

∑M
j=1 exp{−D(pl(t|θl)||pg(t|zj ,W, β))}

According to the definition of KL-divergence, D(pl||pg)
can be computed as

D(pl(t|θl)||pg(t|zk,W, β)) =

∫

t

pl(t|θl) ln pl(t|θl)dt

−
∫

t

pl(t|θl) ln pg(t|zk,W, β)dt (11)

By substituting pg with its definition, the second term of
Eq.(11) in vector form can be derived as

−
∫

t

pl[ln(
β

2π
)

d
2 − β

2
(t− y(zk;W ))T (t− y(zk;W ))]dt (12)

It is known that the integral of pl is 1. Thus we only need to
compute the second term in Eq.(12). According to [9], the
result of this second term can be analytical computed and
the second term of Eq.(11) can consequently be given as

ln(
2π

β
)

d
2 +

β

2
(tr(Σl) + (y(zk;W ) − µl)

T (y(zk;W ) − µl))

Similarly, the first term of Eq.(11) can be obtained as

− ln((2π)
d
2 |Σl| 12 ) − d

2

Finally, substituting the two terms back, we get Eq.(11) as

ln
β− d

2

|Σl| 12
+
β

2
tr(Σl)

+
1

2
(β(y(zk;W ) − µl)

T (y(zk;W ) − µl) − d).

For the M-step, we can obtain

N
∑

i=1

M
∑

k=1

Rik(W,β){WΨ(zk) − ti}Ψ(zk)T

=
M
∑

k=1

(
N

∑

i=1

Rik(W,β)WΨ(zk)Ψ(zk)T −
N

∑

i=1

Rik(W,β)tiΨ(zk)T )

≈
M
∑

k=1

((

L
∑

l=1

Rlk)WΨ(zk)Ψ(zk)T −
L

∑

l=1

RlkµlΨ(zk)T )

=

M
∑

k=1

(

L
∑

l=1

RlkWψ(zk) −
L

∑

l=1

Rlkµl)ψ(zk)T

and β can be acquired in a similar way.
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Abstract

Handwriting-based writer identification is a hot re-
search top in the field of pattern recognition. Nowa-
days, on-line handwriting-based writer identification is
steadily growing toward its maturity. On the contrary,
off-line handwriting-based writer identification still re-
mains as a challenging problem because writing fea-
tures only can be extracted from the handwriting im-
age in this situation. As a result, plenty of dynamic
writing information, which is very valuable for writer
identification, is lost. In this paper, we focus on the
writer identification based on off-line Chinese hand-
writing and present a new contourlet-based GGD (Gen-
eralized Gaussian Density) method. Shown in our ex-
periments, this novel method achieves good experiment
results.

1 Introduction

Even in such a highly developed society, handwrit-
ing has still continued to persist as a main means of
communication and recording information in daily life
because it is the most nature and easiest way for com-
munication and recording. Given its ubiquity in human
transactions, automated writer identification of hand-
writing has practical significance in document authen-
tication, cheque verification, access control, and etc.

We can classify handwriting-based writer identifi-
cation in several ways. However, the most straight-
forward one is to distinguish between on-line and off-
line writer identification by input method [1] [3]. The
former assumes that a transducer device is connected
to the computer, which can convert writing move-
ment into a sequence of signals and then send the
information to the computer. Off-line handwriting-
based writer identification usually deals with hand-
writing materials scanned into a computer in two-

dimensional image representation. Since information
on the time order and dynamics of the writing pro-
cess which is captured by the transducer device con-
tains many useful writing features of the writer, on-
line handwriting-based writer identification, compared
with off-line handwriting-based writer identification, is
easier to deal with and achieve a higher accuracy. But
unfortunately, on-line system is inapplicable in many
cases, thus developing techniques on off-line writer
identification is an urgent task.

Further, the off-line writer identification can also
be divided into two parts: text-dependent and text-
independent [1] [3]. Text-dependent methods refer to
the study of one or a limited group of characters, so
that they require the writers to write the same text.
While text-independent approaches look at a feature
set whose components describe global statistical fea-
tures extracted from the entire image of a text [3].
Generally, text-dependent methods have better perfor-
mances on writer identification, however they are inap-
plicable in many practical applications because of their
strict requirement on same writing content. In this pa-
per, we focuses on the off-line, text-independent writer
identification based on handwriting.

2 Relative work

Writer identification is a process of confirming a
writers identity by comparing some specific attributes
of his handwriting with those of all the writers enrolled
in a reference database. Commonly, writer identifica-
tion is regarded as a typical problem of pattern recog-
nition and contains basically 3 steps: pre-processing,
feature extraction, feature matching.

Nowadays, writer identification is an active research
field, and more and more researchers have touched on
this field and some attempts have been presented [2].
For text-independent writer identification, Duverony
has reported that the most important variation of the
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Figure 1. Flow chart of automatic writer
identification, (a)original handwriting image,
(b)image after pre-processing

writers transfer is reflected in the low-frequency band
of Fourier spectrum of the handwriting images. And
he aslo has designed a hybrid optical-digital image pro-
cessing system to extract features from Fourier spec-
tra of handwritten text [3]. Similarly, Kuckuck has
used Fourier transform techniques to process hand-
written text as texture. The feature sets extracted
in this study were either composed of a sequence of
spectrum mean values per bandwidth, or polynomial
fitting coefficients or linear transform of these coeffi-
cients [3]. Inspired by the idea of multichannel spatial
filtering technique, Said, Tan and Baker propose a tex-
ture analysis approach based on multichannel filters [1].
In this method, they regard the handwriting as an im-
age containing some special textures and apply a well-
established 2-D Gabor filtering technique to extract
feature of such textures. Besides the methods based on
frequency-domain analysis, other type approaches are
also presented on the text-independent writer identi-
fication. In 2000, Schrihari and Cha extract twelve
shape features from the handwriting text lines to rep-
resent personal handwriting style. The features mainly
contain visible characteristics of the handwriting, such
as width, slant and height of the main writing zones
[4]. Some other papers also adopte multiple features
integration to writer identification [4] [5].

3 Pre-processing

The origin handwriting image contains characters
of different sizes, spaces between text lines and even

noises. So before feature extraction, origin image
should be processed to facilitate the feature extraction
step followed . In our application, we design a pre-
processing method which produces texture image for
text-independent writer identification and fixed charac-
ter images for text-dependent writer identification both
from original handwriting image. Since some papers
have discussed pre-processing [1][2], and this problem
is not our focus in this paper, we do not introduce our
methods on pre-processing in details.

4 Text-independent method

In reference [1], a well-designed 2-D Gabor filters
is proposed for text-independent writer identification.
Following this paper, reference [2] also applies the same
technique on Chinese text-independent writer identifi-
cation. Both of the two papers show good results are
achieved in their experiments. And the academia also
widely acknowledges that Gabor method is an effec-
tive method on text-independent writer identification.
In this paper, to display the advantage of our new algo-
rithm, we will contrast our method with the 2-D Gabor
method. While at first, we will introduce the Gabor
method briefly.

4.1 Gabor algorithm

The Gabor function is the name given to a Gaussian
weighted sinusoid. The function is named after Den-
nis Gabor who used this function in the 1940s. Later,
Daugman proposed the function to describe the spatial
response of cells in visual stimuli experiments [9].The
preprocessing of images by Gabor function is chosen for
its biological relevance and technical properties. The
Gabor function is of similar shape as the receptive fields
of simple cells in the primary visual cortex. It is local-
ized in both space and frequency domains and has the
shape of plane waves restricted by a Gaussian function.

The spatial frequency responses of 2-D Gabor func-
tions used in [1] [2] are

He(u, v) =
[H1(u, v) + H2(u, v)]

2
(1)

Ho(u, v) =
[H1(u, v)−H2(u, v)]

2j
(2)

where He and Ho denote the so-called even- and
odd- symetric Gabor filter, j =

√−1 and

H1(u, v) = exp{−2π2σ2[(u− f cos θ)2 + (v− f sin θ)2]}

H2(u, v) = exp{−2π2σ2[(u+ f cos θ)2 +(v + f cos θ)2]}
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Figure 2. Tiling of the frequency plane by 2-D
Gabor

Here, f, θ, σ are the spatial frequency, orientation, and
space constant of the Gabor envelope, separately. For
a given input image, he(x, y) and ho(x, y) will combine
to provide different channel outputs of the input image
with different f, θ and σ.

The mean values(M) and the standard deviation(S)
of the channel outputs are used to represent writer
global feature for writer identification. If J orientations
and L frequencies for each orientation are selected for
Gabor filter, a total of J×L features will be obtained
from a given handwriting image, as form a feature vec-
tor with J×L elements.

After extracting the writing features, Weighted Eu-
cliden Distance(WED) is applied for feature matching.

WED(k) =
N∑

i=1

(Mi −Mk
i )2

δk
i

(3)

where Mi denotes the ith mean feature of the hand-
writing image whose writer is unknown, Mk

i and δk
i

denote the ith mean feature and its standard deviation
of the handwriting written by writer K separately, and
N denotes the total number of mean values.

4.2 Contourlet-based GGD algorithm

Though references [1] [2] both show 2-D Gabor fil-
ters is an effective method in handwriting-based writer
identification, this method still suffers from some dis-
advantages as greatly limit its practicability. One of
the most serious disadvantages is its intensively com-
putational cost, because the 2-D Gabor filters have to
convolute the whole image at each orientation and each
frequency.

Contrast to the Gabor filters, 2-D wavelet can de-
compose the image into subbands with different fre-
quency and orientation. So, we only need to deal with

the specified wavelet subbands according the selected
values at frequency and orientation. In [6], we have
present a new wavelet-based method for writer iden-
tification, which improves the identification accuracy
and greatly reduces the computational cost as well.

However, wavelet is still not a ideal representation
of 2-D image because of its limited ability in captur-
ing directional information, which is very valuable in
image analysis and pattern recognition. To address
this problem, some multiscale and directional repre-
sentations have been presented to efficiently capture
the image’s geometrical structures such as edges or
contours. These representation methods include steer-
able pyramid , brushlets, complex wavelets, and the
curvelet transform [7]. Particularly, the curvelet trans-
form, firstly proposed by Candes and Donoho, was
shown to achieve essentially optimal approximation in
a certain sense for functions in the continuous domain
with curved singularities. Inspired by curvelets, Do
and Vetterli developed the contourlet transform based
on an efficient two-dimensional multiscale and direc-
tional filter bank that can deal effectively with images
having smooth contours [8]. Contourlets not only pos-
sess the main features of wavelets (namely, multiscale
and timefrequency localization), but also offer a high
degree of directionality and anisotropy. The main dif-
ference between contourlets and other multiscale direc-
tional systems is that the contourlet transform allows
for different and flexible number of directions at each
scale, while achieving nearly critical sampling. In addi-
tion, the contourlet transform uses iterated filter banks,
which makes it computationally efficient [7].

The contourlet transform is implemented via a dou-
ble filter bank named pyramidal directional filter bank
(PDFB), where the Laplacian pyramid is first used to
decompose images into multiscale, then followed by a
directional filter bank to decompose multiscale image
into directional subbands. Fig 3 shows the PDFB as a
cascade of a Laplacian pyramid and a directional filter
bank at each scale. The directional filter bank is a crit-
ically sampled filter bank that can decompose images
into any power of twos number of directions. Due to
this cascade structure, multiscale and directional de-
composition stages in the contourlet transform are in-
dependent of each other. One can decompose each scale
into any arbitrary power of twos number of directions,
and different scales can be decomposed into different
numbers of directions [7].

Here, we also assume the contourlet coefficients sat-
isfy the General Gaussian Density (GGD) model.

The Generalized Gaussian Density(GGD) model is

63



Figure 3. Pyramidal directional filter bank that
implements a discrete contourlet transform,
this figure is quoted from [8]

given as

p(x;α, β) =
β

2αΓ(1/β)
exp−1(|x|/α)β

(4)

where Γ(·) is the Gamma function, i.e.,

Γ(·) =
∫ ∞

0

exp−t tZ−1dt, Z > 0.

The parameter α > 0, called scale parameter, de-
scribes the standard deviation and β > 0, called shape
parameter, is inversely proportional to the decreasing
rate of the peak. The basic idea of GGD model is
to use the GGD model to approximate the statistical
distribution of the contourlet coefficients in one con-
tourlet subband and then take the parameter couple
{α, β} of GGD model as the features to represent con-
tourlet subband. There are varied methods to estimate
α, β, here we adopt the maximum-likelihood estima-
tor(MLE). The following is how to use MLE for GGD.

The likelihood function of the data vector x =
(x1, ..., xL) (here we should convert the sub-band im-
age s into a multi-dimensional vector x) having inde-
pendent component can be defined as

L(x;α, β) = log
L∏

i=1

p(xi;α, β) (5)

And using MLE, α, β can be deduced as the roots of
following likelyhood equations [10]:

∂L(x;α, β)
∂α

= −L

α
+

L∑
1

β|xi|βa−β

α
(6)

∂L(x;α, β)
∂β

= −L

β
+

LΨ(1/β)
β2

−
L∑

i=1

(
|xi|
α

) log(
|xi|
α

)

(7)

where Ψ(.) is the digamma function, i.e. Ψ(z) = Γ
′z

Γ(z) .
We ignore the deduction process to solve the equations
above. For more details, please refer to reference [10].

To replace the typical norm-based distance (e.g. Eu-
clidean distance), we use Kullback-Leibler Distance
(KLD) for feature matching. The Kullback-Leibler
Distance (KLD) between two sub-bands is as

D(p(·;α1, β1)‖p(·;α2, β2)) = log(
β1αΓ(1/β2)
β2α1Γ(1/β1)

)

+ (
α1

α2
)β2 Γ((β2 + 1)/β1)

Γ(1/β1)
− 1

β1
(8)

and the KLD between two handwriting image is the
sum of all the distances across all selected wavelet sub-
bands.

5 Experiment

In our experiments, all handwriting are scanned into
computer with a resolution of 300 dpi. Then via the
pre-processing procedure mentioned in section 3, we
produce the handwriting texture images from the orig-
inal scanned images, as shown in fig 4. Experiments
show the size of handwriting texture image should be
suitable, since large size image leads to high computa-
tional cost and small size image reduces the identifica-
tion accuracy. In our experiment, we select size as 512
pixels.

20 Chinese handwritings written by 10 persons have
been carried out in this experiment, with one training
handwriting and one testing handwriting for each per-
son. We produce one handwriting texture image from
each handwriting, and thus a total of 20 handwriting
texture image are obtained. The training and testing
texture image consisting of 64 Chinese characters with
size 64 × 64 pixels, as is shown in fig 4. In Gabor
method, 4 spatial frequencies are used: 32, 54, 128,
256, and for each spatial frequency, we select 0, 45, 90
and 135 degree as orientations, because both reference
[1] and [2] say that the highest accuracy is obtained in
this case. In wavelet-based method, we firstly decom-
pose the handwriting image via db4 wavelet transform
at 3 levels, and then apply GGD model on the sub-
bands produced in wavelet decomposition expecting for
the HH subband at the finest scale. In contourlet-based
method, we first decompose the handwriting image into
4 scales using 9-7 filter bank, then each of the 3 fine
scales are analyzed into 4 directional subbands, at last
we model each subband using GGD model.

A testing handwriting texture image is matched
with all training handwriting texture images. Then
we sort the matching results in an ascending order to
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produce a list. And the position of writer of the testing
handwriting in the list is regarded as the experiment
result to evaluate algorithm accuracy. (For example,
if the matching result between the training handwrit-
ing and testing handwriting, both of which are written
by the same writer, is minimum in the list and con-
sequently occupies the position 1, we say the position
of real writer is top 1; in other words, the topper the
position of one writer is, the more possibility of being
the real writer of the testing handwriting the writer
has).The experiment result is in the table 1. The ta-
ble shows that contourlet-based GGD method is better
than wavelet-based GGD method, which is superior to
Gabor method.

Table 1. COMPARISON OF EXPERIMENT RE-
SULTS

Method name Top 1 Top 2
Gabor 70% 30%

Wavelet-based GGD 80% 20%
Contourlet-based GGD 90% 10%

Figure 4. Some samples of texture image
used in our experiments. "A Training" refers
to training sample of writer A, and "A Testing"
refers to testing sample of writer A.

6 Conclusion

In this paper, we presented a new contourlet-based
GGD method on off-line text-independent handwrit-

ing identification. Compared with methods via 2-
D Gabor filter and wavelet, contourlet-based method
achieves a higher accuracy because contourlet trans-
form has capacity to capture comparatively richer di-
rectional information, which is important feature to
represent the writing style of a handwriting. Because
text-independent methods do not care about the writ-
ing content, the text-independent methods discussed
in this paper are also available for English, Korean,
Japanese and Latin Language, etc.
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Abstract

Biometric security has been largely regarded and re-
searched within the latest 20 years. However, researchers
focus in face recognition have not paid enough attention
to the security of face biometric data. We propose a cryp-
tography algorithm to protect face recognition process
against attack, which uses the Reed-Solomon code. When
the feature vectors are extracted with PCA or LDA algo-
rithms in registration, they are encoded by Reed-Solomon
code with a key and stored. The user presents his face
image to authentication system to decode the stored data,
then gets a new key. A decision is gotten by comparing
this two key.

1 Introduction

Reliable user authentication has become more and more
important. Various methods have been implemented
to enhance user authentication security, including pass-
words, PINs, and biometrics. Comparing with passwords
and PINs, biometric is much more convenience and se-
cure. The information contained in biometric can range
from several hundred bytes to over a million bytes, quite
larger than the information contained in passwords or
PINs. And biometrics are physical characters which is
highly linked with people. So biometrics-based authenti-
cation system enhance higher security than passwords or
PINs. On the other hand, biometric is very convenience
because it just exits on human’s body. Various biometrics-

based authentication systems have been widely applied in
different domains, including fingerprint, iris, face and so
on.

It’s very important to protect the security of biometric
systems. From last 20 years this issue is largely and ade-
quately considered by different researchers[5,?, 2]. How-
ever, most of the researchers only concern themselves
with security of biometric systems using fingerprint or
iris, especially fingerprint. The security of face recogni-
tion system receives very little attention. In this paper we
propose a method to protect face recognition systems us-
ing PCA or LDA methods, with a “fuzzy vault” proposed
by A. Juels and M. Sudan[4].

The ”fuzzy vault” scheme proposed by A. Juels and M.
Sudan[4] gives a method to embed message into a set to
protect it. Suppose Alice wants to protect messagem.
She hide the messagem in the coefficients of a polyno-
mial f, and offers a setA. She computes the evaluations of
f on each elements in setA, gets some points whose ab-
scissas are the elements and Y-coordinates are the evalua-
tions. these points constitutes a setU. Some chaff points
are generated semi-randomly and inserted to the setU to
build the fuzzy vaultV. As a result,Vcontains information
about the original messagem in the useful points, with
useless chaff points included. If person Bob wants to ex-
tract the message fromV, he has to offer a new setBwhich
overlaps enough withA to decode the fuzzy vaultV, us-
ing the Reed-Solomon decoding[3]. IfB overlaps enough
with A, Bob comparesB with V to choose the useful points
out, with a few error points. With these points the poly-
nomial f is reconstructed by Reed-Solomon decoding[3].
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Then Bob can get the message from coefficients inf.
Clancy et al.[6] applied this method to fingerprint

authentication system and proposed a fingerprint vault
scheme. In the scheme a secret keyk is hide in a poly-
nomialf, and the setA is constructed with minutiae in the
user’s fingerprint. The fingerprint of user is scanned forN
times andN images of the fingerprint are gotten. Each fea-
ture of each image is proceeded. If the distance between
the feature and any feature in setA is larger than threshold
T, it’s stored in a setA. If the distance between the feature
and some feature in setA is no larger thanT, the feature is
considered to be overlapped with that one inA. Compute
the overlapping times of each feature inA, and discard the
ones whose overlapping times are smaller than threshold
a. After these operations the setA is treated as the lock-
ing set, which is used to hide the secret key. The set is
encoded with a polynomialf whose coefficients hide the
secret key, and corresponding points are computed out.
Some chaff points are inserted between these points and
they all constitute a locked setB, with each chaff point
at least distanced between any real points. The locked
set and secret key is stored in a smartcard. In authenti-
cation, the user presents his smartcard and scans his fin-
gerprint. The fingerprint is used to decode the locked set
and a new secret is computed with Reed-Solomon decod-
ing algorithm. Compare the two secrets and a decision is
derived.

In our scheme we apply Clancy’s method to face recog-
nition which uses PCA or LDA. When the face image is
transformed to a vector using PCA or LDA algorithm, the
vector is considered as a set consisting of the dimensions
and encoded with the Reed-Solomon algorithm. In au-
thentication the encoded data is transmitted to the system
with a secret key. The user also presents his face image
and the system uses it to decode the data, as thus gets a
new secret key. Compare this two keys and the decision
is derived.

2 REVIEW

2.1 Reed-Solomon codes

The coding algorithm used in our method is a gen-
eralized Reed-Solomon code[3]. It’s used to encode
a polynomial with a set or vector and we simplified

it in our scheme. Assume the secret we want to
encode is polynomialf and we use a vectorv =
(v1, v2, v3, . . . , vn), the codeword of original polynomial
would be(f(v1), f(v2), f(v3), . . . , f(vn)). If someone
want to decode the codeword and resume the polynomial,
he should offer another vectorv′ = (v′1, v

′
2, v

′
3,

. . . , v′n). If v′ is nearly the same withv, then he could
use the Reed-Solomon decoding algorithm to resume the
original dataf . Suppose the degree of polynomialf is k,
and the vector length isn, the vectorv′ can have at most
(n−k−1)/2 dimensions different from the corresponding
dimensions inv.

Because in our scheme some chaff points
is inserted, the method should be modi-
fied a little. The codeword should not be
(f(v1), f(v2), f(v3), . . . , f(vn)) but a set of points
{(v1, f(v1)), (v2, f(v2)), (v3, f(v3)), . . . , (vn, f(vn))}.
Some chaff points such as
(x1, y1), (x2, y2), . . . , (xram, yram) are inserted in
the set and change it to

{(v1, f(v1)), . . . , (vn, f(vn)), (x1, y1), . . . , (xram, yram)}
which is called encoded set. If someone want to de-
code the codeword and resume the polynomial, he should
presents a vectorv′ which is nearly the same asv, and
compare each dimension ofv′ with x-coordinates of the
points in the encoded set to choose out the real points in
the set. When the real points have been chosen out with
a few fault ones (becausev′ may be not the same with
v), the y-coordinates of these points are used for Reed-
Solomon decoding, and a new secret is extracted.

2.2 System structure design

A most common structure of authentication system is
smartcard system. Smartcard structure removes the need
of database, so the attacks which aim at the database or
the transmission from database to matcher will not work.
The card structure design is as bellows:

1. The user’s name, which is denoted asNAME.

2. The user’s privilege and other attributes, denoted as
ATTR.

3. The encrypted biometric data, which is denoted as
En(data).
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4. The Signature of the authorization officer, denoted
asSIGN(Hash(NAME, ATTR, k)), in which k
is the secret.

When the user presents his smartcard to the system,
the sensor scans his biometric information and extract
the feature data. This feature data is used to decode the
encrypted biometric dataEn(data) and a new secretk′

is gotten. CompareSIGN(Hash(NAME, ATTR, k))
with
SIGN(Hash(NAME, ATTR, k′)), a decision could
be derived. Because the biometric data is encrypted and
the secretk is hashed and signed, it certainly enhances the
security of system.

2.3 Cryptography algorithm

While users’ biometric templates are stored in identifier
cards, it would not be secure because the storage cards
are always insecure. It is required that some protections
are added to the stored templates. This would be nec-
essary when the card is stolen or lost. The most com-
mon method is cryptography. Davida,et al.[2] proposed
an error-correcting code utilizing scheme. In enrollment,
it transforms the originalK bits biometric data toN bits
codewords, whose firstK bits remains the same as the
original data and the lastN − K bits is a check vector,
which is derived by multiplying aK by N-K matrix to the
biometric data. The codeword is hashed and stored in the
smartcard with the check vector. In authentication, the
system use the check vector and the biometric data pre-
sented by applicant to construct a new codeword. Hash
the new codeword and compare it with the stored one,
then a decision will come out. The computation of this
scheme is small and it can certainly enhance some secu-
rity. However, the error correcting ability of this scheme
is weak, and it results in some data leakage, because the
check vector stored in the smartcard is undefended.

Juels and Wattenberg[?] improved Davida et al.’s
method[2]. They use a error correcting code. In enroll-
ment, they compute the distance between the original data
T and the codewordC. The hash of the codewordC is
stored with the distanceT-C. In authentication, the user
presents his biometric dataT’. ComputeT’ minusT-Cand
the result isC+(T’-T). A Bounded distance decoding al-
gorithm is used to transform the result toC’. If the dis-

tance betweenT’ andT is smaller than a thresholdd, then
C’ will equal toC. Compare the hash ofC’ andC and a
decision will be derived. This scheme has some disad-
vantages. The effect of data various is not clear and the
author could not explain how the system will deal with
unordered feature representation.

In our scheme we apply and modify Clancyet al.’s
method[6]. After the system transforms the input face im-
age into a feature vector using PCA or LDA, the vector is
encoded with Reed-Solomon codes.

3 OUR PROPOSED SCHEME
BASED ON CLANCY’S
SCHEME

Before encoding, there are some problems which need to
be overcome. First, the coding algorithm which we apply
just encodes integer vectors, as the feature vector can be
any real number. Second, the computation of decoding
process highly depends on the length of vector, and the
length of feature vector is too large. Third, the variation of
face feature vectors are much larger than fingerprint fea-
tures. In Barralet al.’s fingerprint biometric system[1] ,
system only chooses some points of the fingerprint image
and uses the positions and angles of these points, while in
PCA or LDA algorithms such as Turket al.’s eigenface
algorithm[7] the face feature vector is derived from the
whole image. Light or face angle will severely affect the
extracted features by sensor. As these reasons, The vari-
ation of face feature vector extracted by system is larger
than fingerprint feature. In order to overcome these prob-
lems, some modifications of Clancyet al.’s method[6]
should be made.

3.1 Variation problem

To overcome the variation problem, we apply the bounded
distance decoding algorithm to transform the original face
feature vector into a new one, which would be closer to
each other. Suppose there aren users in the system, each
user hasm face images in database, and the length of each
feature vector extracted from each face image isl. For
userA, there arem face feature vectors representing him,
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which is shown as follows:

x11 x21 x31 x41 . . . xl1

x12 x22 x32 x42 . . . xl2

...
x1m x2m x3m x4m . . . xlm

A composed vector is computed from thesem vectors
to represent personA. In dimensioni of the 10 vec-
tors, there are 10 elementsxi1, xi2, xi3, xi4, ...xim. A
minimal range[ai, bi] is found which contains exactlyt
subjects of the 10 elements. It means that in elements
xi1, xi2, xi3, xi4, ...xin there are exactlyt subjects (rep-
resented asx) which satisfy the conditionbi ≥ x ≥ ai.
Then, the dimensioni of the composed vector would be
ai/(bi − ai). this process would be done for each dimen-
sion, and a composed vector with lengthl is computed.
This composed vector would be stored in the database as
a representation of personA. When a new applicant who
claims he is person A, an eigenface-vector is computed
from his face image, represented asu1, u2, u3, u4,
u5, ...un. The dimensioni of this eigenface-vectorui is
divided bybi − ai, in which [ai, bi] is the corresponding
range for dimension i of person A. After this process a
new vector is derived and compared with the stored com-
posed vector.

If ui belongs to range[ai, bi], then0 ≤ [ui/(bi−ai)]−
[ai/(bi − ai)] ≤ 1. Using this bounded distance decod-
ing algorithm can help decrease the distance of different
features extracted from the same person. Because range
[ai, bi] containst subjects of the10 elements in dimension
i, so the probability ofui belongs to range[ai, bi] would
be high whent nears 10. Then, most dimensions of the
transformed new vector would near the corresponding di-
mensions of stored vector, except for a few ones. For each
user there arel range numbers:

b1 − a1, b2 − a2, b3 − a3, . . . , bl − al;

3.2 Length problem

In our experiment, we can see the length of the vector
should not be larger than 70. To overcome the length
problem, we divide each vector into some parts, encode
each part separately and then combine all the parts to-
gether. Suppose the length of each part isd. Because

the length of vector may not be multiple ofd, we have

l = qd + r (r < d)

in which l is the length of the composed vector for person
A. Suppose the composed vector is

c1, c2, c3, . . . , cd, cd+1, . . . , c2d, . . . , c3d, . . . cqd, . . . , cqd+r

A residue vector is used and combined to the composed
vector. The dimensions of the residue vector is the head
part of the composed vector, and its length isd− r, which
is shown as follows:

c1, c2, c3, . . . , cd−r

Combine these two vectors together, and a new comple-
ment vector is derived:

c1, c2, c3, . . . , cqd+r, c1, c2, . . . , cd−r

The length of derived vector is(q + 1)d, which is just
(q + 1) times of d. So it could be divided spang into
q + 1 parts, each part has a length ofd. Each part of the
vector would be encoded with Reed-Solomon algorithm
and stored together in the database.

3.3 Integer vector problem

To overcome this problem, we transform the complement
vector c into two vectors: an integer vectorci and an
remained vectorcr. The integer vectorci has the same
length of complement vector and is randomly generated.
The remained vectorcr is thenc−ci. In encoding process,
the integer part of the complement vectorci is encoded
with Reed-Solomon algorithm, and the remained partcr
is remained. The remained vector is stored in the database
with the encoded integer part. Of cause, the integer vector
should be divided intoq + 1 parts first.

4 DESIGN OF OUR SYSTEM

4.1 Basic design of our secure system

Taking above measures the three problems are solved, and
the finally system design is shown in figure 1.

In enrollment, the sensor extracts each user’s face im-
age form times andm face images are gotten. After face
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Figure 1: Flow chart for enrollment process.

feature extracting process such as some PCA or LDA al-
gorithm, m feature vectors are gotten. A bounded dis-
tance decoding algorithm is used to transform these vec-
tors into one composed vector, and derivesl ranges. The
composed vector is combined with a residue vector and
a complement vectorc is derived. Dividec into two
parts: the integer vectorci and the remained vectorcr,
and encodeci with the Reed-Solomon algorithm using a
secret key. Store the hashed secret key, thel range num-
bers derived by bounded distance decoding algorithm, en-
coded integer vectorEn(ci) and the remained vectorcr in
smartcard as the representation of the corresponding user,
as shown in figure 1.

In authentication process, the applicant presents his
smartcard to the system and the sensor extracts the
applicant’s face image. After face feature extracting
process the image is transformed into a feature vector

(v1, v2, . . . , vl). Take out the range numbers stored in
the smartcard and use it to transform the feature vector
into another one by divide each dimension with the corre-
sponding range number:

(v1/(b1−a1), v2/(b2−a2), v3/(b3−a3), . . . , vl/(bl−al));

After this process, the vector is combined with a residue
vector to get the complement vectorv′, such as the pro-
cess in enrollment. The remained vectorcr is taken up
from the smartcard. We computev′ − cr. We can see the
distance betweenv′ − cr andci is

v′ − cr − ci =
(v1/(b1 − a1), v2/(b2 − a2), . . . , vl/(bl − al))

−(a1/(b1 − a1), a2/(b2 − a2), . . . , al/(bl − al))
= (v1 − a1/(b1 − a1), . . . , (vl − al)/(bl − al))

If vi belongs to range[ai, bi), then0 ≤ (vi − ai/(bi −
ai) < 1. It means that the distance between thei-th di-
mension ofv′ − cr andci is smaller than 1. If all the di-
mensions satisfy this condition, we can transformv′ − cr
to ci by a floor function. However, there may be some
vi which do not satisfy the condition. So the vector after
floor function would not be completelyci, but different in
a few dimensions. Assume the vector after floor function
on v′ − cr is ci′, thenci′ would be close toci but a little
different. ci′ is used to decode the encodedci taken out
from the card using Reed-Solomon decoding algorithm,
and a new secret key is derived. If the differences be-
tweenci′ andci is enough few, the derived key would be
the same as the stored one. Compare hash of the new key
and the stored hash of the original one and then a decision
is gotten.

4.2 A modified design of our secure system

In our method to solve the variation problem, we use a
range number to divide the corresponding dimension of
original feature vector. If the corresponding dimension
belongs to the range, we treat this dimension of the vec-
tor as the legitimate one. If most of the dimensions in
the feature vector belong to the corresponding ranges, we
treat the vector as the legitimate one representing a user.
However, because the ranges are computed from just 10
images of one user, it would not be very exact. There
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is another method to solve the variation problem and we
use it to improve my original work. We use eigenface[7]
method for example.

While the system uses eigenface algorithm to com-
pute out the feature vectors of each face image, a se-
ries of eigenvalues are computed out too, represented
as λ1, λ2, . . . , λl. In original eigenface algorithm, the
authentication process uses the nearest neighbor classi-
fier and the threshold of this algorithm isth. If vector
c = (c1, c2, . . . , cl) and vectorv1, v2, . . . , vl represent the
same person, then we have:

(c1 − v1)2 + (c2 − v2)2 + · · ·+ (cl − vl)2 ≤ th2; (1)

Because the weights of each dimension in the feature vec-
tor are their eigenvaluesλ1, λ2, . . . , λl, then we have:

c1 − v1

λ1
=

c2 − v2

λ2
= · · · = cl − vl

λl
= α (2)

From (1) and (2) we have:

(λ2
1 + λ2

2 + · · ·+ λ2
l )α

2 ≤ th2 (3)

|α| ≤ th/
√

λ2
1 + λ2

2 + · · ·+ λ2
l = β (4)

|ci − vi| = λi|α| ≤ λiβ(i = 1, 2, . . . , l) (5)

Then we have rudely estimated the variation of
each dimension of the feature vector, which are
λ1β, λ2β, . . . , λnβ.

Use these numbers as the range numbers of correspond-
ing dimensions instead of the original ranges, do bounded
distance decoding algorithm. The other process of the
system remains the same.

5 EXPERIMENT RESULTS

5.1 Database

The face image database we use is the orl database, which
has 40 people and each person 10 images. The size of
each image is 92*112.

5.2 Parameter choosing

In our experiment we choose the eigenface method pro-
posed by Turket al.[7] as the feature extracting algorithm,

and choose the first 100 dimensions of the computed vec-
tors as the feature vectors. The parameter of our algorithm
should be chosen carefully. Suppose the degree of the
polynomial which hides the secret isk, and each divided
part of the vector has a lengthd, then the Reed-Solomon
code can correct(d − k − 1)/2 errors. As description
in paragraph 3.1, in our bounded distance decoding al-
gorithm the system computes the range which contains
just t dimensions of all 10. It means t/10 elements in the
10 vectors would near the corresponding dimensions after
transformation, so in average each vector would has a rate
of t/10 dimensions near the corresponding one, and each
vector would have a rate of (10-t)/10 errors in average.

So, when the transformed vector is divided intos + 1
parts, each part will have(10 − t)d/10 errors. Thenk
should be less thand − (10 − t)d/5, which is equal to
(t/5− 1)d. Then we have:

k < (t/5− 1)d (6)

t > 5 (7)

In our experiment it shows that the divided part length
should not be larger than 70, or the computation of de-
coding process would take much time (much more than
one second each time). In our experiment, we choose 2
lengths: 20 and 50. The finite fieldFq which is used for
the Reed-Solomon code is chosen asq = 251. And the
parametert is chosen as 9. The number of chaff points
which are used to insert into the coded sets are chosen 40
for each part when the length of divided part is 20 and 100
when the length of divided part is 50.

In experiment for algorithm 2,d is chosen 20 and
there is another parameters. This parameter is used for
bounded distance decoding. When the original feature
vector is transformed into composed vector, it is divided
by scales. This operation is in order to adjust the error in
transformation. Actually, the eduction from (1) to (5) is
approximate because equation (2) is not exactly tenable.
We use a scales to modify the error in the range estima-
tion.

5.3 Results and figures

In our experiment for algorithm 1, each face image will
play the role of applicant and claim to be any person
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d k FAR FRR Computation
20 11 34.96% 1.00% -
20 12 13.01% 4.50% -
20 13 12.96% 3.25% -
20 14 29.66% 2.75% -
50 36 2.88% 2.75% 29532.731000
50 36 2.97% 2.50% 29417.234000
50 37 1.08% 4.50% 30400.031000
50 37 1.21% 6.50% 30013.536000
50 38 1.08% 5.00% 29485.093000
50 38 1.09% 5.75% 30035.797000
50 38 1.15% 6.00% 29913.318000
50 40 0.33% 12.00% 29920.766000
50 40 0.35% 12.00% -
50 42 0.05% 23.00% -

Figure 2: The experiment result of algorithm 1.

recorded in database. So the system will be tested for
400*40=16000 times. The result is shown in figure 2,3.

The experiment result in figure 2 and 3 shows that the
algorithm 1 works nicely. It can achieve a low error rate of
about2.8% in both FAR and FRR when the parameters of
the algorithm is carefully chosen. The computation time
of this system is nearly 2 seconds each time. The perfor-
mance of authentication is not weakened much.

Figure 4 shows that the improved algorithm 2 doesn’t
work well. The FAR and FRR of this algorithm reach a
high rate of29% when they get trade-off.

5.4 Security analysis

The security of this algorithm depends on how hard the
attacker can find the right points in the stored set. In our
algorithm, there areq+1 divided parts to encode and each
part has a lengthd. Suppose the number of chaff points
inserted to each part isp. Because the Reed-Solomon de-
coding algorithm can correct at most(d−k−1)/2 errors,
the attacker needs only to pick out(d− (d− k− 1)/2) =
(d+k+1)/2 real points. It means that for each part, when
the attacker picksd points out from the whole set which
containsd + p points, if there are at least(d + k + 1)/2
points in them, the attacker can get the information he
wants. The probability that the attacker gets the informa-

Figure 3: Figure for algorithm1.

k s FAR FRR Computation
14 1 28.15% 29% 9651.094000
15 1.5 37.99% 24.75% 9124.047000
15 2 70.51% 8.00% 8999.360000
15 2.5 89.38% 2.25% 8931.453000
17 1.5 5.33% 62.5% 9065.375000
17 2 24.54% 33.5% 8993.859000
17 2.5 51.87% 13.25% 8932.110000
19 2 0.84% 78.5% 9104.938000

Figure 4: The experiment result of algorithm 2.

tion is

pr = (

∑d
x=z

(
d
x

)(
p

d−x

)
(
d+p

d

) )q

in which z equals to the minimal integer which is no less
than(d + k + 1)/2. While d = 50, k = 36, p = 100,
we havepr ≈ 2−160. It means that the computation the
attacker should pay is2160.

6 CONCLUSION

It can be seen that the first scheme proposed in this pa-
per works well. The error rate of the original authenti-
cation system has not been affected much, and the com-
putation of it is acceptable. The security, which we want
to enhance, is largely strengthened. The modified scheme
does not work as well as the first one. The error rate of it
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reaches a severe value. There is still work to do to solve
the variation problem.
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Abstract

We propose a new method in object recognition based
on the Generalized Hough Transform (GHT). Differ from
using the tangent of the edge as the feature in the GHT, the
new method uses the internal angular information at any
3 points along the edges of the object, with the help of the
radii, to recognize the recognizing objects from the model
objects. The new method is flexible, efficient and fast in
recognition deformed objects. It can assist the traditional
GHT for object recognition to enhance the recognition of
deformed objects, as well as use it independently.

1 Introduction

Generalized Hough Transform (GHT) [2] is an effec-
tive object recognition method in recognizing 2-D arbitrary
shaped objects. [5] Resembled from standard Hough Trans-
form [3], GHT uses the edges of the arbitrary objects, as
well as a reference point (or the centre) to measure the fea-
ture of the objects. Retrieves the angular information of any
point lying on the edges with respect to the reference point
such that these parameters can be used as the features of the
object. GHT is robust in scaling and rotation. There are 2
stages in GHT, an offline model preprocessing stage, and an
online recognition step. For each preprocessing stage, each
pointp laid on the edge of the objects are extracted, and its
parameters are used as a feature vector. These parameters
such as tangentθ, radiusr and the gradient of the radiusα
are used. A lookup table, namely, R-table, is used to store
the angular information, indexed by the tangentθ, i.e. for
each tuple,

θ{(r1, α1), (r2, α2)...}

In the recognition, finds the tangentθ of each point ly-
ing on the edge of the recognizing object, retrieves the en-
try from the R-table by using theθ as the indices. After

Figure 1. Arbitrary Shaped-Model

that, prepares a 2-D accumulator arrayA. For each pair of
parameter set(re, αe) retrieved from the R-table using the
tangentθe as the index, estimates the coordinate of refer-
ence point(xc, yc) of the recognizing object by using the
current coordinates of the edge point(xe, ye), the retrieved
information from the R-table, as well as the rotating factor
φ and scaling factors, i.e.,

x′ = re cos(αe)
y′ = re sin(αe)

xc = xe − (x′ cos(φ)− y′ sin(φ))s (1)

yc = ye − (x′ sin(φ) + y′ cos(φ))s (2)

At the accumulator array, gives a vote at the point corre-
sponding to the estimated reference point of the recogniz-
ing object, i.e.A[yc][xc] + +. Till the end of the iterations,
searches the accumulator array to locate the local maxima.
If there is no significant local maxima point in the accu-
mulator array, which means the recognizing object is not
similar to the preprocessed model.

Although the GHT is robust to scaling and rotating ob-
ject, it provides little robustness to slightly deformed objects
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[6]. For a larger degree of deformation, GHT seems not de-
tecting correctly. The probably reasons are:

• Edge point only provides local angular information
with respect to the shape of the objects, it does not
provide any global information about the structure of
the object.

• For the deformed part of the recognizing object, the
edge points are displaced with respect to the model ob-
jects, therefore the angular information (θ andα) are
altered. As the tangent is used as the index for search-
ing the entry from the R-table, the deviated tangentθ
will retrieve wrong angular information.

To tackle the weakness of the GHT, we proposed a mod-
ified algorithm, based on the idea of the original GHT, to
provide the global information about the recognizing ob-
ject [4] [1]. The newly proposed method makes uses of the
global skeleton information about the object, rather than the
local edge information, providing a macroscopic view of the
object. Similar to the traditional GHT, A new lookup table
is used to store the global angular information. In the recog-
nition step, retrieves the records from the lookup table, and
plot the vote on the accumulator array.

The newly proposed method has the following desirable
features:

• Instead of using any point of the edges, it evaluates
3 points and extracts the feature of these points, the
global perspective of the object are preserved.

• The enhancement procedures are similar to the tradi-
tional GHT, both algorithms train a set of models in
preprocessing stages in offline manners. It is not diffi-
cult to implement with respect to GHT.

• The accuracy, efficiency can be adjusted according to
the user target, therefore, the new method is flexible to
recognition.

The new algorithm is desirable in recognizing de-
formable arbitrary object. Especially when the deformed
areas are distributed into different small parts throughout
the objects.

The Paper is divided into the following parts: Section
2 discusses the basic idea of the new method, explains the
steps in preprocessing and that in recognition. Section 3
shows some experimental results of the newly purposed
method, and compares the results with that in traditional
GHT.

2 Generalized Hough Transform with Cur-
vature Information

The improved Generalized Hough Transform makes use
of the curvature nature of the shape and it is desirable for

Figure 2. Model of Using Curvature Informa-
tion

recognizing a deformable arbitrary objects. Instead of us-
ing any point laid on the edges of the object, the curvature
information of 3 distinct points from the edges are used (see
Figure 2). Together with the reference pointC, a quadri-
lateral is formed. For any 3 edge points,Pa, Pb, Pc, a cur-
vature angleφ is formed, which stores the curvature infor-
mation of the arbitrary object. Curvature information shows
the structure of the arbitrary object. Rather than using the
tangent of any edge point of the object, it is more represen-
tative in describing the shape of the object. As the object is
deformed, the tangent of the point in the deformed area has
been deviated as well. In the recognition of traditional GHT,
deviated tangent results in retrieving the inconsistent entries
from the R-table, probing to a wrong area of interests.

Curvature information of deformed areas of the object
are altered as well, the degree of deviation depends on
the deformability and the precision of the curvature sam-
pling. For the preciseness of the sampling, it depends on
the sampling distance of different edge points. The points
are closer, the deviations are larger in deformed areas. De-
viations are relatively small if these curvature points are dis-
tance. To tackle this problem, we can perform some treat-
ments in both training (preprocessing) and testing (recogni-
tion) phases.

Similar to traditional GHT, there are 2 phases in pro-
posed method,PreprocessingandRecognition. In prepro-
cessing, we select a (set of) potential model(s) for training.
In recognition, arbitrary objects are fed into the algorithms,
and match the objects with the models.

2.1 Preprocessing

Similar to the traditional GHT, a lookup table is built for
storing the models feature vectors (I-table). The steps of
preprocessing are shown below (see Figure 2):

76



1. Selects any 3 pointsPa, Pb, Pc lying on the edge.
Refers the reference pointC, retrieves the curvature
angle,φ, and the side angles,βa and βc, which are
intercepted by the lines in the reference point to both
pointPa andPc respectively.

2. Retrieves the radiusRa andRc

3. Using the curvature angleφ as an index, inserts the
feature vector representing these 3 points into the I-
table, i.e.

φi{[(βai, rai)(βci, rci)]}

4. Repeats step 1 - 3 with another set of points

Mentioned in above, the curvature information of the de-
formed areas are easily be altered. To improve the possi-
bilities of the deformed recognizing objects can be success-
fully hashed the entries from the I-table, we can perform 2
improvement steps: 1) Random sampling and 2) repeatedly
sampling with different distance between the points. Ran-
domly sampling reduces the uncertainty of deformation, in-
creases the probability of successfully find the match model.
Repeatedly sampling of points with different distance can
increase the accuracy in recognition.

2.2 Recognition

Recognition performs similar steps that are performed in
preprocessing part. At the beginning, prepares a clear 2-D
accumulator array for seeking the reference point. Samples
with any 3 points, and finds the curvature angleφ. Similar
to GHT, after retrieving theφ, uses it as an index to retrieve
the records from the I-table, and plots the votes into the ac-
cumulator array.

For any 3 points,Pai, Pbi, Pci, and their curvature angle
φi, retrieves the records from I-table, i.e.

φi{[(βa1, ra1)(βc1, rc1)], ...[(βaj , raj)(βcj , rcj)]}

At the pointsPai(xai, yai) andPci(xci, yci), find the dis-
tance from the reference pointsCi to pointPai andPci re-
spectively.

For point A,

x′
ai = raj cos(βaj + αa)

y′
ai = raj sin(βaj + αa)

For point C,

x′
ci = rcj cos(βcj − αc)

y′
ci = rcj sin(βcj − αc)

After calculated the distance, we can estimate the refer-
ence point:

xC = xe − (x′)s (3)

yC = ye − (y′)s (4)

wheres is a scaling factor of the model and

x′
ai, x

′
ci ∈ x′, y′

ai, y
′
ci ∈ y′

To find the reference point of the recognizing object,
searches the local maxima at the accumulator array.

For recognizing the deformable arbitrary object, the cur-
vature angle deviated from the original model. One of the
method of increasing probabilities is relaxing the search-
ing criteria from the I-table. Despite of exact matches of
the curvature angleφ, we introduce some thresholdt when
searching from I-table, i.e., retrieves the records ranged
φ± t.

3 Experiments

Traditional Generalized Hough Transform and the curva-
ture Hough Transform are compared. Both tests use a same
set of training models, as well as recognizing objects.

3.1 Experiment 1 - Recognition of Star

A star-shaped object is selected as a training model (see
Figure 3), and a set of recognizing objects are used (see
Figure 4) by adding some noise to the original star and per-
formed some rotations. In the experiment, we would like to
test the robustness of the algorithms by adding some noise
to the arbitrary object.

Figure 5 shows the recognizing result by using the tra-
ditional GHT and figure 6 shows the accumulator array.
The brighter areas mean that the GHT was taking votes on
there. As figure 5 shows that there are only 2 deformed stars
are successfully recognized by the traditional Generalized
Hough Transform. From the vote sheet (Figure 6), it found
that only the bottom right star has the significant votes on
the estimated reference point. Due to the greater degree of
deformation and rotation occurred, the others have highly
distributed votes, therefore the traditional GHT estimated
their reference points wrongly.

Figure 7 shows the recognizing result by using the cur-
vature information and figure 8 shows the accumulator
array. The brighter areas mean that the GHT was taking
votes on there. In the recognition stage, we set a thresh-
old such that the curvature angle search the records ranged
from φ ± 0.005 (in radian), the threshold of the curvature
angle is small but the improvement of the result is signif-
icant. As figure 7 shows that 4 of them are successfully
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Algorithm Recognition Threshold No of Images
(GHT) Time (sec) of indices Recognized

(in radian)
Traditional 90.88 0 2
Curvature 49.46 0.005 4

Table 1. Summary of Recognizing Deformed
Stars

Figure 3. A Star as an Training Model

recognized. From the vote sheet (Figure 8),it shows that
the votes are concentrated on the particular areas, giving
precise estimated reference points. Due the the rotation in-
variance nature by using the curvature templates, so even
the recognizing objects are rotated, but the recognizing re-
sults are still good.

3.2 Experiment 2 - Recognition of Leaves

In this experiment, we selected some leaves for testing
the modified algorithms. Because of larger degree of de-
formation, we need to increase threshold by 0.005, i.e. the
curvature angle retrieve the records ranged fromφ± 0.01.

As we can see, the shape of the leaves are similar, but if
we only evaluate the tangent of the edges, we may not suc-
cessfully recognizing all the leaves (see Figure 11), there-
fore, it is desirable to use the modified algorithm to find the
leaves. Better recognizing results are found (see Figure 13).

4 Summary

Our proposed algorithm can be acted as an auxiliary tool
in deformable object recognition. The basic idea is using
the curvature nature of the edges, preserving the structural
information of the object, to enhance the accuracy of the
object recognition. For medical imaging, Hough Trans-
form are widely adopted due to its fast and efficient nature.
The new algorithm can enhance the efficiency of the Hough
Transform to improve the medical imaging recognition.

Figure 4. A Set of Deformed Stars

Figure 5. Traditional GHT Results of Star

Figure 6. The Accumulator Array of Using Tra-
ditional GHT
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Figure 7. Curvature GHT’s Results of Star

Figure 8. The Accumulator Array of Using
Curvature GHT

Algorithm Recognition Threshold No of Images
(GHT) Time (sec) of indices Recognized

(in radian)
Traditional 325.21 0 3
Curvature 338.31 0.01 4

Table 2. Summary of Recognizing Deformed
Leaves

Figure 9. A Leaf as an Training Model

Figure 10. A Set of Leaves

Figure 11. Traditional GHT Results of Leaves

Figure 12. The Accumulator Array of Using
Traditional GHT
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Figure 13. Curvature GHT’s Results of Leaves

Figure 14. The Accumulator Array of Using
Curvature GHT
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