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Abstract

This paper addresses the problem of lip segmenta-
tion in color space that is a crucial issue to a successful
lip-reading system. We present a new segmentation ap-
proach to lip contour extraction by taking account of
the maximum a posterior - Markov random field (MAP-
MRF) framework. We first examine various color mod-
els and select a simple color transform derived from
LUX and 1976 CIELAB color space as an effective de-
scriptor to characterize the lip region by its discrimina-
tive properties. Thus, the initial label set with respect to
lip and skin region is available. Based upon the identi-
fied lip area, we further refine the lip region using both
color and label information, as those two are combined
within a Markov random field (MRF) framework. Fi-
nally, we extract the lip contour via convex hull algo-
rithm with the prior knowledge of the mouth shape. Ex-
periments show the efficacy of the proposed approach in
comparison with the existing lip segmentation methods.

1. Introduction

Automatically segmenting out person’s lip from face
image is an active research area nowadays for its
wide range of possible applications such as lip-reading
for disabled people, audio-visual speech recognition
in noisy environment, face detection, biometric per-
son identification, lip synchronisation, facial expression
recognition and so forth [1, 2, 3, 4, 5, 6].

Thus far, various segmentation techniques have been
proposed. In general, these methods based on color
space rather than gray level since color image can pro-
vide more useful clues. In [7, 8, 9, 10], they made an
analysis of the original color space, and transformed its
representation into a new space by intensity difference
between lips and background. Clustering with color
feature is an attractive preprocessing method as well.
[11, 12, 13] utilize clustering based methods to con-
duct segmentation and achieve considerable high ac-

curacy. Meanwhile, wavelet is another effective solu-
tion. [14] proposed a segmentation method which used
wavelet multi-scale edge detection across the C3 com-
ponent of the discrete Hartley transform (DHT). More-
over, [10] employed Gaussian mixture model (GMM)
to estimate the membership map of lips computed from
the skin color distribution. Nevertheless, these methods
only focus on color feature regardless of spatial char-
acters which also convey important clues for segmen-
tation. Thus, corresponding results seemed fragmented
and so easily affected by noise, some of which are hard
to overcome in postprocessing.

Nowadays, in image segmentation field, the assump-
tion that “physical properties in a neighborhood of
space present some coherence and generally do not
change abruptly”[15] is utilized widely so as to over-
come the segmentation errors arised from the inten-
sity non-uniformity and local perturbations. In [16], a
spatial fuzzy clustering algorithm was proposed. This
method is able to take into account both the distributions
of data in feature space (derived from 1976 CIELAB
and 1976 CIELUV color space) and the spatial inter-
actions between neighboring pixels during clustering.
Furthermore, [5, 17, 18, 19] and so forth made advan-
tage of the Markov random field (MRF) model to rep-
resent the spatial constraint.

Although empirical studies have shown their suc-
cess, practical lip segmentation is a non-trivial task. The
main difficulty lies in robustness and automation. In
real world, the illumination condition and the complex-
ion of speaker are multifarious. Thus, robustness is an
important benchmark for a lip segmentation method.
However, it is challenging for a color transform to
achieve stable performance in different situations. It is
because that the fluctuation range of hue of lip and skin
region is considerable large under different illumination
conditions, not to mention difficulties brought by testers
(speakers) with totally different complexion. On the
other hand, from the practical viewpoint, automation
is also an important factor as well. Nevertheless, lots
of common methods can not satisfy this requirement.
For example, in the lip segmentation task, the fuzzy
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Figure 1. The gray-level probability distribution of Ia∗ (dark color) and IU (light color) in (a) lip
region, and (b) skin region. The x-axis represents the gray-level value, and the y-axis repre-
sents the probability.

clustering based method [16] requires pre-assignment
of the number of clusters, and the MRF based method
[5] heuristically fixes the cluster number as 3. However,
in application, the existence of moustache, the visibility
of teeth and tongue generally require that the number of
clusters is selected adaptively. Unfortunately, the per-
formances of these methods depend on the knowledge
of cluster number significantly.

In this paper, we will present a new method for the
robust automatic segmentation of lip images provided
that the part between nostril and chin has been available.
Firstly, the proposed method employs a color transform
derived from the LUX and 1976 CIELAB color space
to obtain a lip segment via the distinction between the
lip and skin. The result can be used to 1) initialize
the MRF label map, and 2) estimate the parameters of
likelihood energy function in MRF model. Secondly,
a MRF model is established on the 4-neighborhood
system. Thirdly, a deterministic algorithm called iter-
ated conditional modes (ICM) is performed to mini-
mize the cost function and obtain a robust labeling of lip
and background, respectively. Finally, given the prior
knowledge of human mouth shape, noise suppressing is
performed based on morphological operation and taken
as postprocessing procedure, together with the convex
hull algorithm. Experiments have shown the efficacy of
the proposed approach in comparison with the existing
lip segmentation methods.

The remainder of this paper is organized as follows.
Section 2 describe the pre-processing (color transform),
lip segmentation (MAP-MRF classification) and post-

processing (lip boundary extraction) in turn. In Section
3, we will conduct the experiment to empirically com-
pare our approaches with some existing methods. Fi-
nally, Section 4 draws a conclusion.

2. Method

2.1 Color Transform

It is desirable to work in a color space, in which the
lip color (i.e. relative red) out of the others can be high-
lighted. Since the value of a∗ channel in 1976 CIELAB
color space can determine the color component between
magenta and green, i.e. the small values indicate green
while the large indicate magenta. We therefore trans-
form the source image into 1976 CIELAB color space
and employ the histogram equalization[20] to map the
a∗ component into the range of [0, 255], denoted as
Ia∗ . Furthermore,we utilize Eq.(1) as proposed in [5]
to convert the source image to the range of [0, 255] with
equalization, denoted as U :

U =





256× G
R ifR > G

255 otherwise.
(1)

Then, we also map U component into the range of
[0, 255] denoted as IU .

We select 100 lip images from 4 databases randomly,
label the lip region manually, and obtain Ia∗ and IU

from each image. Then, calculate the histogram (nor-
malized into [0, 1]) of data set composed by the in-



tensity of pixels belong to Ia∗ and IU which fall into
lip and skin region, respectively (see Fig. 1). We fur-
ther calculate the mean values of the four distribution
denoted as µa∗

lip, µa∗
skin, µU

lip and µU
skin. In this exper-

iment,
∣∣∣µa∗

lip − µU
lip

∣∣∣ = 110.88 is far more larger than∣∣µa∗
skin − µU

skin

∣∣ = 15.64.
Based on the analysis above, we believe that the dif-

ference between Ia∗ and IU in lip region is significant
but inconspicuous in skin region. Thus, we can employ
the following equation to get the lip segment roughly.

Isub = Ia∗ − IU .1 (2)

Subsequently, we establish a Gaussian model for
Isub based on the gray-level value of each non-zero
pixel with the mean µ̂sub and the standard deviation
σ̂sub. The candidate lip segment can be obtained by

Ĩ1
candidate =





0 if Isub ≤ µ̂sub − 2σ̂sub,

1 otherwise.
(3)

Moreover, from a different aspect, we can calculate
another representation of candidate lip segment. Firstly,
the following equation is employed to get U

′
:

U
′
=





a∗
G ifa∗ > G

0 otherwise.
(4)

where a∗ denotes the equalized a∗ component in 1976
CIELAB color space, and G denotes the equalized G
component in RGB color space.

Then, a gray-level threshold selection method pro-
posed in [21] is utilized to transform U

′
into a binary

image denoted as I2
candidate.

We assume the lip region is not connected to the bor-
der of input image. Thus, the morphological reconstruc-
tion based method proposed in [22] is performed to sup-
press noisy structures. For this operation, the mask is
Ĩ1
candidate, and the marker is an image which is all zero

except along the border. The output image is denoted
by I1

candidate. Therefore, we use I1
candidate∩ I2

candidate

as lip segment, denoted by Iseg .

2.2 MAP-MRF Classification

In order to build a probability map of lip and skin re-
gion, each pixel s will be attributed a label ls from the
set Λ reflects its feature class. In this paper, Λ = {0, 1}.
For s belong to lip class, ls = 1, and ls = 0 otherwise.

1In this paper, all equations are employed in positive area. That is,
as long as a result is negative, it will be set at 0 automatically.

An realization of a set of labels is considered a con-
figuration defined on a 2-D rectangular regular lattice
S = {i|1 ≤ i ≤ N} where N is the number of pix-
els in the input image. An observed image in modified
HSV color space c = {ci|i ∈ S }, and a configuration
l = {li|i ∈ S } are instances of each random field. The
form of ci can refer to Eq. (5):

ci = {(Hi·cos(2π·Si),Hi·sin(2π·Si))T |i ∈ S } (5)

where Hi and Si denote the H and S component value
of pixel i.

A prior model should properly define the interactions
between the labeled pixels. MRF are well suited for that
purpose. Let us consider the spatial 4-neighborhood
structure Ns. The label field is supposed to verify the
main MRF property related to that neighborhood, which
means the label ls of the current pixel s depends only
on the labels lr of its neighbors r ∈ Ns. Assuming our
scene is a piecewise constant surface and the model is
spatial homogeneous, the prior probability can be writ-
ten as follows with the independent assumption in terms
of the MRF-Gibbs equivalence:

p(l) =
∏

i∈S

e−V (i)

∑
j∈S e−V (j)

(6)

Based on Potts model, the prior energy can be de-
fined as:

V (l) =
∑

i∈S

V (i) =
∑

i∈S

∑

i′∈N (i)

(1− δ(li − li′)) (7)

where δ(·) is the Kronecker delta function.
To establish the likelihood energy function, we fur-

ther assume that the intensity ci for pixels with the same
label follows the same bivariate Gaussian distribution.
The likelihood probability can be written as:

p(c|l) =
∏

i∈S

1

2π

√
|Σ̂li |

·exp(− (ci − µ̂li)(ci − µ̂li)T

2Σ̂li
)

(8)
Given the label li = λ ∈ Λ, parameter estimation is

made as follows:

µ̂λ =

∑Mλ

j=1 cλ
j

Mλ
, (9)

Σ̂λ =
1

Mλ − 1

Mλ∑

j=1

(cλ
j − µ̂λ)(cλ

j − µ̂λ)T , (10)



Figure 2. Top row: some examples of source input images, in which several representative
samples – normal situation, mouth opening (teeth existed), mustache existed, etc., are in-
volved. Middle row: corresponding segmentation results obtained by ICM. Bottom row: final
segmentation results.

where cλ
j is obtained by Equ. (5) at the jth pixel with

label λ in the input image, and Mλ denotes the number
of these pixels.

Thus, the likelihood energy can be defined as:

V (c|l) =
∑

i∈S

(ci − µ̂li)Σli−1
(ci − µ̂li)T (11)

Based on MAP framework, the label can be selected
for each pixel through the following optimal function:

l = arg max
li∈Λ

p(l)p(c|l) = arg min
li∈Λ

(αV (l) + V (c|l))
(12)

where α is a positive weight which can be used to bal-
ance the dimensions of the two terms, say, V (l) and
V (c|l). And the segmentation result won’t be sensitive
to this value. In our experiments, α was set to 2.

We choose the iterative deterministic algorithm ICM
(Iterated Conditional Modes) to compute the minimum
energy at each site for sake of its low computation cost.
But the problem is it may converge towards local min-
ima. In our experiments, however, a stable solution is
always found in practice after a few iterations on the
field (less than 5). The initial label set is derived from
Iseg . The relative variation of global energy is used
as termination condition: ∆E(l)/E(l) < ε (typically,
ε = 0.05) where E(l) = αV (l) + V (c|l). Some seg-
mentation results obtained by ICM can be found in mid-
dle row, Figure. 2.

2.3 Boundary Extraction

The result obtained by ICM can be considered as a
binary image (the pixels with label 1 are foreground,
and the others are background). Then, we suppress the
boundary connected structures [22] in it and denoted
as BRT . The biggest continued foreground block is
marked by Blip1

. In the case of mouth closing, Blip1

can represent the whole lip region accurately. However,
in most cases of mouth opening, the blocks correspond-
ing to upper and lower lips are usually separate. It is
hard to extract the whole lip region via selecting the
biggest connected block. Thus, some refinements are
needed.

Considering the primary reason for disconnection
between upper and lower lip is that the teeth and tongue
are eliminated in the above steps. Hence, we utilize the
following equation

ITTM = IU − Ia∗ (13)

to obtain the region covering the teeth, tongue and some
parts of oral cavity approximately.

We further transform ITTM into a binary image
denoted as BTTM by the threshold selection method.
Then, the morphological closing is employed to BRT ∪
BTTM by performing a 5×5 structuring element opera-
tion. We select the biggest foreground block denoted as
Blip2

in the closing operation result. Hence, the binary
image Blip1

∪ Blip2
can represent the whole lip region

even in the case of mouth opening. Furthermore, we
utilize the morphological opening with 3 × 3 structur-



ing element so as to make the edge more smooth. The
result is denoted as Blip.

Finally, the quickhull algorithm proposed in [23] is
employed to draw the contour of lip (e.g. see bottom
row, Figure 2).

The proposed segmentation method can be summa-
rized as follows:

input the RGB source image;

compute the binary Iseg as the initial segmentation;

initialize the number of iteration t = 0;

update lt = {li|i ∈ S };

do
{

update the variables: µ̂λ, Σ̂λ;

get a label set which can reach the minimum of
Equ.(12) via ICM;

perform the morphological filters and convex
hull method to refine the label set;

update lt+1 = {li|i ∈ S } by the label set;

t = t + 1;

}until(d(lt,lt−1)
size(lt) ≤ ξ )

output the final result;

where d(lt, lt−1) denotes the Hamming distance be-
tween the label set obtained by the tth and (t − 1)th
iteration, respectively; size(l) denotes the number of el-
ements belong to set l; ξ is termination condition which
can get 0.005 heuristically.

3. Experiment Results

To demonstrate the performance of the proposed ap-
proach in comparison with the existing methods de-
noted as: Liew03 proposed in [16], and Lievin04 in [5].
We utilized four databases to test the accuracy and ro-
bustness in different capture environments: (1) AR face
database (126 people with 26 images for each) [24],
(2) CVL face database (114 persons with 7 images for
each) [25], (3) GTAV face database (44 persons with
27 images for each), (4) a database established by our-
selves, including 19 persons (10 male and 9 female)
with 15 pictures per person corresponding to different

Algorithm Liew03 Lievin04 Proposed
average OL, % 78.73 87.46 92.48
average SE, % 35.15 25.01 7.10

Table 1. The segmentation results across
the four databases.

mouth shapes. We randomly selected 800 images in to-
tal (400 images from AR database, 200 images from
CVL database, 100 images from GTAV database, 100
images from our database) and manually segmented
the lip to serve as the ground truth. Moreover, in AR
database, the images with the feature number 11, 12,
13, 24, 25, 26 (wearing scarf which covers the whole
mouth) were not used for this experiment.

Two measures defined in [16] are used to evaluate
the performance of the algorithms. The first measure
determines the percentage of overlap (OL) between the
segmented lip region A1 and the ground truth A2:

OL =
2(A1 ∩A2)
A1 + A2

× 100%. (14)

The second measure is the segmentation error (SE) de-
fined as

SE =
OLE + ILE

2× TL
× 100%, (15)

where OLE is the number of non-lip pixels classified
as lip pixels (i.e. outer lip error), ILE is the number
of lip-pixels classified as non-lip ones (inner lip error),
and TL denotes the number of lip-pixels in the ground
truth.

Table 1 shows the segmentation results on the four
different databases. It can be seen that the proposed
method outperforms the Liew03 and Lievin04 in both
of the two measurements. Specifically, for the embar-
rassed problem in lip segmentation – the moustache ex-
isted cases, say, the tester in AR database with number
4, 5, 18, 26, 31, 38 and so forth, the OL and SE our
method proposed is 91.15% and 10.14%, respectively.

4. Conclusion

In this paper, we have proposed a new approach to
automatic lip segmentation via color transform and the
MAP-MRF framwork. This approach features the high
accuracy of lip segmentation and robust performance
against diverse capture environment and different skin
color (white and yellow). Experiments have shown the
promising result of the proposed approach in compari-
son with the existing methods.
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