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Abstract

This paper proposes a new nonlinear face super res-
olution algorithm to address an important issue in face
recognition from surveillance video namely, recognition
of low resolution face image with nonlinear variations.
The proposed method learns the nonlinear relationship
between low resolution face image and high resolution
face image in (nonlinear) kernel feature space. More-
over, the discriminative term can be easily included
in the proposed framework. Experimental results on
CMU-PIE and FRGC v2.0 databases show that pro-
posed method outperforms existing methods as well as
the recognition based on high resolution images.

1. Introduction

Face recognition from surveillance camera has wide
range of applications, ranging from single standalone
camera domestic application to multiple network cam-
era law enforcement [11]. In all these applications,
camera is normally installed in a way that viewing area
is maximized and the face region is very small. More-
over, the person to be recognized is normally not co-
operative. Therefore, to recognize a face from surveil-
lance camera, we need to handle low resolution face
image with variations, such as pose, illumination and
occlusion.

Super-resolution (SR) for face image (face halluci-
nation [1]) algorithms have been proposed to enhance
the resolution of the face image for recognition [3]
[4]. Theoretically, applying SR technique on the low-
resolution (LR) face image, the reconstructed high-
resolution (HR) image can be used for face recognition.
This approach works well only if the input face image
is frontal and captured under good illumination.
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In order to normalize the face image variations to
frontal view before applying the SR method, a two-
step approach has been proposed. Li and Lin [7] made
use of a view-based model to normalize the pose vari-
ations before the SR procedure. Jia and Gong [5] syn-
thesized the HR images with different poses, lighting
conditions and expressions based on tensor space. 3D-
model are also adopted for handling the face variations.
Mortazavian et al. [9] employed the 3DMM model to
synthesis different pose images. Yu et al. [10] mod-
eled pose and illumination using bilinear function, and
employed pose-illumination-based SR method to recon-
struct images. However when the face image resolution
is smaller than 20x20 pixels, the results of these nor-
malization algorithms may not be satisfactory.

To overcome the problems in face recognition from
video, this paper proposes a kernel based face super res-
olution algorithm. With the highly complex and nonlin-
ear face image variations, the relationship between LR
and HR images will be nonlinear. It is well-known that
the nonlinear kernel mapping could transform complex
distributed data into high dimensional feature space
where the data becomes linear separable. In this way,
by conducting the relationship learning in kernel feature
space, their nonlinear relationship can be learnt. Details
are discussed in next section.

2 Proposed Super Resolution with Face
variations

Figure 1 shows the block diagram of the proposed
method. The proposed method consists of two phases,
namely training and recognition. In training phase,
given a set of LR and HR image pairs, both images are
mapped to the kernel feature space by nonlinear map-
ping ΦL and ΦH . The nonlinear relationship between
HR and LR images can be better modeled after map-
ping. Then, we would like to learn their relationship
(R∗∗) for super resolution from recognition perspec-



tive. A kernel subspace based regression relationship
learning is designed to estimate the relationship opera-
tor R∗∗. Also, a discriminative cost function is designed
and easily integrated with the learning processing, so
that the relationship learning can better handle the face
variations. In recognition phase, given the query im-
age, its HR image representation in kernel space can
be generated using R∗∗. Then, any kernel-based face
recognition methods, such as Kernel PCA [6] and Ker-
nel Direct Discriminative Analysis (KDDA) [8] can be
employed for recognition. In the following, we will first
report our proposed framework. The key issues in the
proposed method namely, learning the relationship R∗∗

and designing the discriminative term, will be followed.

2.1 Relationship Learning Framework for Su-
per Resolution

Let Ih and Il be the high-resolution (HR) image and
low-resolution (LR) image respectively. We assume
that Il and Ih have been aligned, so

Il = DIh + n (1)

where D is the downsampling operator, and n is noise.
To reconstruct the HR image from the corresponding
LR one, we have proposed a novel framework to learn
this relationship [13]. Suppose the relationship between
HR and LR image is R. That means for each LR image,
we have

Ĩh = R(Il) + n (2)

Therefore after determining the relationship R, the HR
image can be easily reconstructed by Eq.(2). To eval-
uate R, the error between the reconstructed HR image
and the original HR image should be minimized as fol-
lows,

R = arg min
R′

N∑
i=1

‖R′(Ii
l )− Ii

h‖2 (3)

where (Ii
l , I

i
h) is the i-th training image pair, and N is

number of image pairs in training data set. This frame-
work provides higher flexibility and can easily integrate
a discriminative term to enhance the discriminability of
the reconstructed image (to be discussed in Section 2.3).

2.2 Discovering the Nonlinear Relationship

Because of the nonlinear face variations, the rela-
tionship between LR images and HR images may be
nonlinear and complicated. There does not exist close-
form solution for finding R, so that estimating R by
Eq.(3) is not feasible. In this paper, we employ the non-
linear mapping Φ to map the original image to the high

dimension feature space, as shown in Figure 1. In this
feature space, the relationship between HR and LR fea-
tures can be better modeled by linear approximation.
That means in this feature space, the relationship oper-
ator R can be approximated by a matrix R. Following
Eq.(3), R can be estimated by

R = arg min
R′

N∑
i=1

‖R′ΦL(Ii
l )− ΦH(Ii

h)‖2 (4)

Let EH = {e1
H , e2

H , · · · } and EL = {e1
L, e2

L, · · · }
are the orthonormal bases of HR image feature space
and LR image feature space. So we have:

min
N∑

i=1

‖RΦL(Ii
l )− ΦH(Ii

h)‖2

=min
N∑

i=1

‖R
∑

j

< ΦL(Ii
l ), e

j
L > ej

L

−
∑

k

< ΦH(Ii
h), ek

H > ek
H‖2

=min
N∑

i=1

‖RELf i
L − EHf i

H‖2

=min
N∑

i=1

‖E−1
H RELf i

L − f i
H‖2

(5)

where f j
L is the weight (coefficient) of image Ij

L in fea-
ture space. Let R∗ = E−1

H REL, to determine R is
equivalent to determine R∗. And we have

R∗ = arg min
R′

N∑
i=1

‖R′f i
L − f i

H‖2 (6)

However, it is very computationally expensive to cal-
culate the nonlinear mapping Φ explicitly due to the
high dimensionality of the feature space, so it is not
feasible to calculating the relationship R∗ by Eq.(6) di-
rectly. Kernel trick is used and kernel subspace is used
to represent the features in the kernel feature space. Let
SH = {S1

H , S2
H , ..., Sk1

H } and SL = {S1
L, S2

L, ..., Sk2
L }

represent the the kernel subspaces for HR image and LR
image space respectively. Replace EL and EH with SL

and SH , we have

R = arg min
R′

N∑
i=1

‖S′HR′SLf̂ i
L − f̂ i

H‖2 (7)

where f̂ i
L and f̂ i

H are the LR and HR kernel subspace
coefficients for representing the image features, respec-
tively. Under this subspace representation form, we
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Figure 1. Block diagram of proposed method: (a) the relationship training phase, (b) face recog-
nition phase.

learn the relationship between coefficients instead of
features, so Eq.(6) becomes

R∗ = arg min
R′

N∑
i=1

‖R′f̂ i
L − f̂ i

H‖2 (8)

Given the LR query image, the HR image kernel sub-
space features can be reconstructed by

f̂H = R∗f̂L (9)

After reconstructing the HR image kernel features, we
can directly make use of those features for recogni-
tion using existing kernel based face recognition engine.
Also, if the HR image is required, pre-image learning
[12] can be adopted.

2.3 Discriminative Relationship Learning

Discriminability of the reconstructed HR image is
important for recognition purpose. To achieve that, a
discriminability cost function is designed so that the re-
constructed HR images (features) are suitable for recog-
nition.

A good way to enhance the discriminability is to
make use of the label information of the training data.
We expect the reconstructed HR images should be clus-
tered with the images from the same class, and far away
from the images from other classes. Inspired by the suc-
cess of Maximum Margin Criterion, a discriminability

cost function is developed as follows,

d(R) =
K∑

k=1

∑
f̂i

L∈Ωk

‖Rf̂ i
L −

¯̂
fk

H‖2

+
K∑

k=1

nk‖R
¯̂
fk

L − ¯̂
fH‖2

(10)

where
¯̂
fk

L (
¯̂

fk
H )is the mean of the features of LR (HR)

images from class Ωk, while ¯̂
fH is the mean of the fea-

tures of all HR training images; nk is the number of
training images in class Ωk, while K is the number of
classes.

So the discriminative relationship learning can be
conducted by minimizing the following equation.

R∗∗ = arg min
R′

N∑
i=1

‖R′f̂ i
L − f̂ i

H‖2 + αd(R′) (11)

where α is weight to balance the reconstruction error
and the discriminability cost function.

3. Experimental Results

KPCA [6] and KDDA [8] face recognition algo-
rithms, as well as CMUPIE and FRGC V2.0 face
databases are used for experiments. The resolution for
the HR images and LR images are 56x64 and 14x16
respectively. To obtain the super-resolved images / fea-
tures, the proposed super resolution algorithm is applied
to LR image. Hallucination Face [1] (HF) and kernel-
based face hallucination (KF) method [2] are also em-
ployed. The recognition algorithms are also applied to
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Figure 2. The CMC Curves of different face recognition methods on CMUPIE and FRGC
database: (a) KPCA on CMUPIE (b) KDDA on CMUPIE (c) KPCA on FRGC (d) KDDA on FRGC

both HR and LR images and the results are used for
comparison.

To estimate the effectiveness of the proposed method
on dealing with nonlinear face variations, the face im-
ages used in our experiments contains face variations
due to different poses, lighting conditions and expres-
sions. In CMUPIE database, 21 lighting conditions and
5 poses are covered for each person (total 68 persons);
in FRGC database, the training dataset is used, contain-
ing 12776 images (222 persons) with different pose,
illumination and expression or a combination. Each
database is divided into two non-overlapped sets. 10
images per person are randomly selected as training
data which are used for learning the relationship R∗∗

in Eq.(11) and the reference template while the rest of
images are used as testing data.

The recognition results in terms of CMC curves are
reported in Figure 2. It can be seen that, in general,
the recognition based on HR images outperforms that of
LR images. Recognition accuracy based on HR image
generated by Hallucination Face (HF) method is close
to that of HR images, which implies that HF method
is good. Kernel-base face hallucination (KF) method,
also performs better than LR in most cases. In all cases,
recognition using the the HR image features generated
by our proposed method gives the best results, which
implies that the proposed method could handle both low
resolution and non-linear variations well.

4 Conclusion

The problem of face hallucination with nonlinear
face variations is discussed in this paper. To solve this
problem, we have proposed a new face hallucination
framework, which discovers the nonlinear relationship
between the LR images and HR images with nonlinear
face variations. The experimental results show that the

proposed method significantly enhances the recognition
performance.
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