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Abstract

Competitive learning approaches with penalization or
cooperation mechanism have been applied to unsupervised
data clustering due to their attractive ability of automatic
cluster number selection. In this paper, we further inves-
tigate the properties of different competitive strategies and
propose a novel learning algorithm called Cooperative and
Penalized Competitive Learning (CPCL), which implements
the cooperation and penalization mechanisms simultane-
ously in a single competitive learning process. The integra-
tion of these two different kinds of competition mechanisms
enables the CPCL to have good convergence speed, preci-
sion and robustness. Experiments on synthetic and real data
sets are performed to investigate the proposed algorithm.
The promising results demonstrate its superiority.

1 Introduction

As a very efficient approach to clustering analysis, com-
petitive learning has been widely applied to a variety of re-
search areas such as data mining [1], image progress [2],
Bioinformatics [3] and so forth. In the literature, a typical
competitive learning algorithm is k-means [4] that learns k
pre-assigned seed points (also called units or centroids in-
terchangeably) on the basis of minimizing the mean-square-
error (MSE) function. Although k-means has a variety of
applications in different areas, it suffers from a selection
problem of cluster number as pointed out in [5, 9]. That
is, k-means needs to pre-assign the number of clusters ex-
actly; otherwise, it will almost always give out an incorrect
clustering result.

To solve this selection problem, there have been two
main kinds of techniques in the literature. The first one
is to utilize a criterion, such as the Akaike’s information
criterion (AIC) [6, 19], the minimum description length
(MDL) [21], the Bayesian inference criterion (BIC) [7] and
the minimum message length (MML) [8, 20], to select an
appropriate number of clusters by optimizing a nonlinear
function over all candidates of cluster number. However,

due to the repeating process for different values of cluster
number k, these methods incur a large computational cost
[22]. The other kind of technique is to introduce some com-
petitive learning mechanisms into an algorithm so that it
can perform automatic cluster number selection during the
learning process. For example, the Rival Penalized Com-
petitive Learning (RPCL) [9] can automatically select the
cluster number by gradually driving extra seed points far
away from the input data set. In this learning approach, for
each input, not only the winner is updated to adapt to the
input, but also the rival nearest to the winner (i.e., the sec-
ond winner) is penalized by a much smaller fixed rate (also
called delearning rate hereinafter). Nevertheless, the empir-
ical studies have also found that the RPCL may completely
break down without an appropriate delearning rate. Un-
der the circumstances, paper [10] has proposed an improved
version, namely Rival Penalization Controlled Competitive
Learning (RPCCL), which determines the rival-penalized
strength through an adaptive way based on the distance be-
tween the winner and the rival relative to the current in-
put. Subsequently, the delearning rate in this algorithm
can be fixed at the same value as the learning rate. How-
ever, both of RPCL and RPCCL always penalized the extra
seed points even if they are much far away from the input
data set. Consequently, the seed points as a whole will not
tend to convergence. By contrast, another variant of RPCL
called Stochastic RPCL (S-RPCL) [11], developed from the
Rival Penalized Expectation-Maximization (RPEM) algo-
rithm, can lead to a convergent learning process by penal-
izing the nearest rival stochastically based on its posterior
probability. Nevertheless, when the data clusters are over-
lapped, the convergence speed of S-RPCL, as well as the
RPCL, may become slow and the final locations of seed
points may have a bias from the cluster centers.

Alternatively, Competitive and Cooperative Learning
(CCL) [12] implements a cooperative learning process, in
which the winner will dynamically select several nearest
competitors to form a cooperative team to adapt to the input
together. The CCL can make all the seed points converge to
the corresponding cluster centers and the number of those
seed points stayed at different positions is exactly the clus-



ter number. Nevertheless, further experiments indicate that
the performance of CCL is somewhat sensitive to the initial
positions of seed points. To overcome this difficulty, Li et
al. [13] have proposed an improved variant; namely Coop-
eration Controlled Competitive Learning (CCCL) method,
in which the learning rate of each seed point within the same
cooperative team is adjusted adaptively based on the dis-
tance between the cooperator and the current input. The
CCCL has inherited the merits of CCL and is insensitive to
the initialization of the seed points. Nevertheless, the CCCL
may still not work well if the initial seed points are all gath-
ered in one cluster.

In this paper, we will present a new competitive learning
algorithm, namely Cooperative and Penalized Competitive
Learning (CPCL), which performs the two different kinds
of learning mechanisms simultaneously: cooperation and
penalization, during the single competitive learning pro-
cess. That is, given an input, the winner generated from the
competition of all seed points will not only dynamically se-
lect several nearest competitors to form a cooperative team
to adapt to the input together, but also penalize some other
seed points which compete intensively with it. The coop-
eration mechanism here enables the closest seed points to
update together and gradually converge to the correspond-
ing cluster centers while the penalization mechanism sup-
plies the other seed points with the opportunity to wander in
the clustering space and search for more appropriate cluster
centers. Consequently, this algorithm features the fast con-
vergence speed and the robust performance against the ini-
tialization of the seed points. The experiments have demon-
strated the outstanding performance of the CPCL on both
synthetic and real data. Furthermore, it is also found that
the CPCL is robust against the overlap of the data cluster to
a certain level, and gives a quite good estimate of the cluster
centers.

The rest of this paper is organized as follows. Section
I describes the proposed Cooperative and Penalized Com-
petitive Learning approach and gives out the corresponding
algorithm. Then, Section III shows the experimental results
on some synthetic and real data sets. Finally, we draw a
conclusion in Section IV.

2 Cooperative and Penalized Competitive
Learning (CPCL) Approach

2.1 Cooperation and Penalization Mechanisms in
CPCL

Here we will first describe the cooperation and penaliza-
tion mechanisms of CPCL learning approach. Suppose N
inputs, X1, Xo, ..., Xy, come from k* unknown clusters,
and k (k > k™) seed points my,ms, ..., my, are randomly
initialized in the input space. Subsequently, given an input

Figure 1. The territory of the winner m,,, indi-
cated by a shadow circle, in the competition
with the other seed points as given an input
X;.

X; each time, as described in [14], the winner among k seed
points is determined by

G Laf j=argming<,.<p || X —m,||?,
IG1X:) = { 0 otherwise;
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with the relative winning frequency ~, of m,. defined as
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where n; indicates the winning times of m; in the past. That
means the winning chances of frequent winning seed points
are gradually reduced by an implicit penalty. After selecting
out the winner m,,, as shown in Fig. 1, the circle centered at
., with the radius ||m,, — X;|| is regarded as the territory
of m,,. Any other seed points which have intruded into this
territory will be dominated by m,,. That is, any other seed
points fallen into or on the circle, as m, ms and mg in
Fig. 1, will either cooperate with the winner or be penalized
by it.

The winner m,, in this learning approach always chooses
the seed points nearest to it as its cooperators and the num-
ber of cooperators needed by the winner is gradually in-
creased as the learning process repeats. For example, if
current status is the first epoch of the whole learning algo-
rithm, the winner will not choose any cooperators but penal-
ize all the seed points which have intruded into its territory.
Then, in the second learning epoch, the winner will select
one seed point which is nearest to it in its territory to form
a cooperating team and penalize the other intruders. Con-
sequently, for the #-th learning epoch, the number of coop-
erators chosen by the winner can be denoted as C;, where
Cy = min{t — 1,k — 1}. This kind of cooperating scheme
ensures that the seed points have enough opportunities to
drift in the whole input space and converge smoothly.

After choosing cooperators, each member in the cooper-



ating team, denoted as m,, will be updated by

[ — Xi
max([|my, — X, [mo — Xil])

new
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where 7 is a specified positive learning rate. It means that
all the cooperative units tend to move toward the point X;
and the learning strength of different seed points is adjusted
adaptively based on the distance between the cooperator and
the current input. Since we have a factor ~ involving in (1)
when selecting the winner seed, the nearest seed point to
X is not always the winner. Therefore, the "max” function
in (3) is necessary. We can find that a cooperator will have
a full learning rate 7 as ||m, — X;|| < [[myw — X;]|. Oth-
erwise, the learning strength is gradually attenuated when
the distance between the cooperator and the current input
increases.

The other non-cooperating seed points in the winner’s
territory, denoted as m,,, will be penalized with a dynamical
penalizing rate:

m

[[mw — Xill
[l — Xi

new __
m =my —1

P (Xi —myp). “)

That is, all the penalized seed points will be moved away
from the X; and the closer the seed point is to the input, the
more penalization it will suffer from.

As a whole, at the earlier stage of CPCL learning ap-
proach, the penalization mechanism plays a leading role,
which leads the initial seed points to drift in the input space
to find a more appropriate cluster center. But during the next
period, the cooperation is strengthened while the penaliza-
tion is weakened, this makes all the seed points converge to
the corresponding cluster centers gradually.

2.2 The CPCL Algorithm

Based on the previous description, the CPCL algorithm
can be given as follows:

Stepl: Pre-specify the number k of clusters (kK > k*),
and initialize the k seed points {my,ma,...,my}. Sett =
1,9 = land n; = 1 with j = 1,2,...,k, where ¢ and
1 are used to record the number of epochs and input data,
respectively.

Step2: Given an input X, calculate I(j]|X;) by (1).

Step3: Determine the winner unit m,,. Let S,, be the
set of seed points fallen into the territory of m,,. That is, let
Sy = @, and then we span S,, by

Sw - Sw U {m]| ”mw - m]“ S ||mw - Xz” 7j 7é w}
®)
Step4: Sort the units in S,, based on the distance be-
tween each unit to the winner m,,. We denote these units
as: mhy, mb, ..., m’, with

[y = ma || < [mh = ma || < -+ < Imfg = mal, (6)

where s = |\Sy,|.
Step5: Select a subset S. of S, to form a cooper-

ating team of m,,, where S. = {mj,mj,...,m}} with
¢ = |S.| = min{s,t — 1}. Then update all members in
S. by (3).

Step6: Let S, = S, — S., then, penalize all seed points
in S, by (4).

Step7: Update the winner m,, by
mp’ = my + 1 (X; —my). @)

Step8: Update n,, by ni®” = nod + 1. Leti =i + 1,
t=1+1]i/N].

The above step 2 to step 8 are iterated for each input until
all the seed points converge.

3 Experimental Results
3.1 Experiment 1

To demonstrate the performance of the CPCL algorithm
in comparison with the CCCL and S-RPCL, we gener-
ated 1,000 data points from a mixture of three 2-dimension
Gaussian densities:

1.0\ ( 0.15,00
p(X]©) = 03¢ [X| ( 1.0 )( 0.0,0.15 ]

1.0 0.15,0.0
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It can be seen from Fig. 2(a) that the data points generated
from this mixture densities are overlapped moderately and
each cluster is ball-shaped. For each algorithm, the learn-
ing rate 7 was set at 0.001 and the parameter ¢ in CCCL
algorithm was set to 0.5 according to [13]. Six seed points
were randomly initialized in the input space and Fig. 2(a)
has given out their positions.

After 200 learning epochs, the positions of seed points
obtained by the three algorithms are shown in Fig. 2(b) to
Fig. 2(d), respectively. It can be seen that all the three algo-
rithms have identified the true number of clusters success-
fully. However, the s-RPCL had not located the cluster cen-
ters accurately yet. A snapshot of the class centers obtained
by S-RPCL is:

o ( 1.0180 ) e < 0.9264 ) I ( 2.3989
! 0.9303 )7 2.5452 )" 2.4025
€))
Moreover, Fig. 3 shows the learning curves of m;s via each
method and the convergence time of each algorithm is given
out in Table 1.It can be seen that the CPCL converges faster
than the other two algorithms. This scenario shows the good
performance of CPCL in terms of convergence rate and pre-
cision.
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Figure 2. The positions of six seed points
marked by "%" in the input space in Exper-
iment 1: (a) the initial random positions, (b)
the positions learned via the CPCL, (c) the
positions learned via the CCCL, and (d) the
positions obtained by the S-RPCL.
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Figure 3. The learning curves of six seed
points in Experiment 1: (a) the learning
curves obtained by CPCL, (b) the learning
curves obtained by CCCL, and (c) the learning
curves obtained via S-RPCL.

3.2 Experiment 2

In this experiment, we further investigated the perfor-
mance of CPCL on the mixture clusters that were seriously

Table 1. Convergence Time of Each Algorithm
in Experiment 1
Methods
Convergence time

CPCL
4.3679s

CCCL
6.4311s

S-RPCL
9.9803s

overlapped and some cluster was in elliptical shape. Similar
to Experiment 1, 1,000 data points were generated from a
mixture of three 2-dimension Gaussian densities:

10\ (02,005
p(XG):O'?’G{M 1.0 )7\ 0.05,0.3 }

1.0 0.2,0.0
+0.4G | X| ( 25 ),( 0.0.0.2 ) . (10)
2.5 0.2,-0.1
036G X|< 2.5 )( ~0.1,0.2 ]

Furthermore, in order to verify that the CPCL algo-
rithm is insensitive to the initial positions of seed points,
we forcibly generated seven highly centralized seed points,
which were located in one cluster region. Fig. 4(a) has
given out the positions of input data and initial seed points.
Similarly, the number of learning epochs was set to 200.
As shown in Fig. 4(b), the seed points learned by CPCL
had been converged accurately to the corresponding clus-
ter centers. To further demonstrate the efficiency of CPCL,
Fig. 4(c) shows the learning curves of m; s, which con-
verged during the first 100 epochs. These attractive results
indicate that the penalization mechanism in CPCL can sup-
plies the initial seed points with sufficient opportunity to
wander in the clustering space even though they are cen-
tralized seriously. Moreover, it also can be seen from this
experiment that, although the concept of winner’s territory
in CPCL is based on Euclidean distance only, this new al-

gorithm can work well on not only ball-shaped data clusters
but also elliptical ones.

3.3 Experiment 3

The CPCL algorithm has shown its good performance
under three clusters during the previous experiments. In
this experiment, we will further investigate its learning ca-
pability when the true number of clusters is much larger.
1,000 data points were generated from a mixture of 10 2-
dimension Gaussian density distributions which were mod-
erately overlapped. And the proportions of the mixture
components are heterogeneous.

We randomly initialized 20 seed points in the input space
as shown in Fig. 5(a). After 400 learning epochs, the sta-
ble positions of seed points learned by CPCL are shown in
Fig. 5(b). It is obvious that the true number of clusters has
been identified and all the seed points have been converged
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Figure 4. The results of Experiment 2: (a) the
initial positions of seven seed points marked
by "%" in the input space, (b) the positions
of seed points learned by CPCL, and (c)the
learning curves of seven seed points.

to the exact 10 cluster centers. So, we can see that CPCL
algorithm has the robust performance even if the values of
k* and k both become large.

(@ (b)

Figure 5. In this figure, (a) shows the initial
positions of 20 seed points marked by "%" in
the input space, and (b) shows the positions
of seed points learned by CPCL.

3.4 Experiment 4

The previous experiments have showed the performance
of CPCL under the synthetic data clustering. In this ex-
periment we will investigate its efficiency on the real-world
microarray data—the yeast cell cycle data published by Cho
et al.[15]. The original data contained the expression pro-
files of 6220 genes over 17 time points taken at 10 minute

intervals, covering nearly two cell cycles. The data set
we used was comprised of 384 genes which had expres-
sion levels peaking at different time points correspond-
ing to the five phases of the cell cycle. Hence, it is ex-
pected that each of the 384 genes can be assigned to one of
the five clusters [15]. This subset of data is available at
http:/fwww.cs.washington.edu/homes/kayee/model and the
standardized data was adopted in this experiment.

We assumed that the true number of clusters was un-
known and arbitrarily initialized 10 seed points in the run-
ning of CPCL algorithm. For further analysis, we compared
the proposed approach with other three methods: the EM
algorithm based on BIC (called Method I hereinafter) [17],
the supervised clustering method (Method II) [18] and the
support vector machines algorithm (Method III) [16]. Af-
ter the implement of clustering, each gene had four possible
outcomes: false positive (FP), false negative (FN), true pos-
itive (TP) and true negative (TN). And the total error rate
can be defined as FP+FN [18]. The clustering results of the
four methods are given out in Table 2, where the results of
method I-III are obtained from [18]. Furthermore, the total
error rates of different algorithms are summarized in Ta-
ble 3. We can see that, in terms of the small error rates, our
method has a good performance in this experiment. In ad-
dition, the five groups of genes whose expression level peak
at different phases of the cell cycle formed by CPCL algo-
rithm is shown in Fig. 6. It can be observed that the genes
with similar attributes have been clustered together, which
indicated that the proposed method is indeed effective for
the cluster analysis of gene expression data.

Early G1 Late G1 S

Figure 6. The five groups of genes classified
by the CPCL algorithm .

4 Concluding Remarks

In this paper, we have presented a novel competitive
learning algorithm named Cooperative and Penalized Com-
petitive Learning (CPCL), which performs the competition



Table 2. Comparison of the Clustering Results
of the Four Methods on the Microarray Data

Cell division phase | Methods | FP | FN | TP | TN

CPCL 24 | 18 | 49 | 293

Early G1 MethodI | 50 | 12 | 55 | 267
(67 genes) MethodIT | 21 | 21 | 46 | 296
Method III | 38 | 10 | 57 | 279

CPCL 38 | 22 | 113 | 211

Late G1 MethodI | 28 | 40 | 95 | 221

Method IT | 24 | 35 | 100 | 225
Method I | 43 | 10 | 125 | 206

(135 genes)

CPCL 11 | 58 | 17 | 298

S MethodI | 33 | 49 | 26 | 276
(75 genes) Method IT | 37 | 36 | 39 | 272
Method IIT | 72 | 18 | 57 | 237

CPCL 24 | 22 | 30 | 308

G2 Method I | 28 | 41 11 | 304
(52 genes) MethodII | 18 | 29 | 23 | 314
Method III | 46 | 5 47 | 286

CPCL 26 | 3 52 | 303

M MethodI | 38 | 42 | 13 | 291
(55 genes) MethodII | 19 | 8 47 | 310
Method IIT | 47 | 2 53 | 283

Table 3. The Total Error Rates of the Four
Methods on the Microarray Data
Methods FP | FN | FP+FN
CPCL 123 | 123 246
Method I | 177 | 184 361
Method II | 119 | 129 248
Method III | 246 | 45 291

with the two different kinds of mechanisms simultaneously:
cooperation and penalization. On the one hand, the coop-
eration mechanism enables the closest seed points to up-
date together and gradually converge to the corresponding
cluster centers, which gives the algorithm good convergence
speed and high precision. On the other hand, the penaliza-
tion mechanism provides the other seed points with the op-
portunity to wander in the clustering space, which enables
it to perform the clustering problem with the robustness
against the initialization of the seed points and the overlap
of the data clusters. Experimental results on both synthetic
data and the yeast cell cycle microarray data have shown the
outstanding performance of the proposed approach.
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