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Abstract

In image retrieval the most commonly used performance
measures are precision and recall. However, to deter-
mine the number of relevant images in an infinite database
presents a significant challenge as the relevant parameters
are not directly observable. In our research, we use internet
as a vehicle to investigate this problem, and evaluate search
results from major Web Image Search Engines (ISEs). We
also investigate whether the cumulative relevance of images
in different results pages follows particular stochastic be-
haviors, such as Two-Order Markov chain whose probabil-
ity of event occurrence depends on not only a current state
but also the immediate past state transitions. From such
model, we shall estimate the total number of relevant im-
ages for major image search engines.

1 Introduction and Related Work

Due to the increased importance of the Internet, the use
of image search engines such as Google, Yahoo, and Msn
is becoming increasingly widespread. However, for many
web ISEs, it is difficult for users to make a decision as to
which web ISE should be selected. It is obvious that the
more effective the system is, the more it will offer satis-
faction to the users. Therefore, retrieval effectiveness [1],
[2], [3], [4] becomes one of the most important parameters
to measure the performance of web image retrieval systems
[5], [6], [7], [8], [9], [10], [11], [12]. As we know, the most
commonly used performance measures are the precision P
and recall R [10], [13], [14], [15], [16], [17], [18], [19],
[20], [21], but to compute recall R is rather difficult as the
total number of relevant images is not directly observable in
such a potentially infinite database.

Many researchers have conducted studies to evaluate the
retrieval effectiveness of web ISEs. Ece Çakır et al. [7] de-
scribed the retrieval effectiveness of image search engines
based on various query topics. Fuat Uluç et al. [14] de-
scribed the impact of the number of query words on image
search engines. However, none of these studies describe

how to estimate the total number of relevant images for the
image search engines. All of them only view the first two
page results. In the study by Sprink and Jansen [16], data
collected from Dogpile was analyzed and one of the find-
ings was that the percentages of the users that viewed only
the first page and those that viewed only the first two pages
of document search results were about 71% and 15.8%, re-
spectively. Although many works used recall as the measure
to evaluate the image search engines, not many papers work
on the estimation of the number of relevant images in infi-
nite databases. An algorithm called sample-resample is pre-
sented in by Si and Callan [15]; in environments containing
resource descriptions already created by query-based sam-
pling, the sample-resample method uses several additional
queries to provide an estimate of the database size. There-
fore, if the database size has been known, then the distribu-
tion of relevant images can be estimated.

In our paper, we model the probabilistic behavior of the
distribution of relevant images among the returned results
by evaluating the performance of some widespread web
ISEs.

In next section, we introduce how to apply Two-Order
Markov Chain Model [23], [24], [25], [26] to image re-
trieval and describe the queries selection. The experimental
results and the validation of the models will be discussed
in section 3. Finally we summarize our works, and present
some directions of future work in the last section.

2 Basic Model and Queries Selection

2.1 Two-Order Markov Chain Model

Since in internet image search, results are returned in
units of pages, we shall focus on the integer-valued stochas-
tic process X1, X2, . . . , where XJ represents the aggregate
relevance of all the images in page J , which may be esti-
mated by

XJ =
∑

i∈J

ZJi (1)

where ZJi = 1 if the ith image on page J is relevant, and
ZJi = 0 if the ith image on page J is not relevant.



As to this stochastic modeling of cumulative page im-
age relevance, we shall investigate in particular the Two-
Order Markov Chain Model whose probability of event oc-
currence depends on not only a current state but also the
immediate past state transitions. Therefore, a Markov chain
of order m where m is finite, is a process satisfying

Pr{Xn = xn|Xn−1 = xn−1, · · · , X1 = x1}
= Pr{Xn = xn|Xn−1 = xn−1, · · · , Xn−m = xn−m} (2)

Where m is less than n.
In other words, the future state depends on the past m states.
It is possible to construct a chain (Yn) from (Xn) which has
the ’classical’ Markov property as follows:
Let Yn = (Xn, Xn−1, . . . , Xn−m+1), the ordered m-tuple
of X values. Then Yn is a Markov chain with state space
Sm and has the classical Markov property.

In our paper, we estimate the relevant images for web
ISEs based on Two-Order Markov chain. Therefore, ac-
cording to what have described above, Yn is a special se-
quence, represented as
Yn = XnXn−1, n = 1, 2, 3, . . . ,
Where Yn is a Markov chain with a state space S2 and has
the classical Markov property.
The transition probability is a process satisfying

Pr{Yn = yn|Yn−1 = yn−1}
= Pr{XnXn−1 = xnxn−1|Xn−1Xn−2 = xn−1xn−2} (3)

And the transition probability is satisfying the condition

Pr{XnXn−1 = xnxn−1|Xn−1Xn−2 = xn−1xn−2}

=

{
0, if xn−1 6= xn−1

≥ 0, if xn−1 = xn−1
(4)

Based on our previous study, the state space for One-
Order Markov chain model is S={0, 1, 2, 3, 4, 5, 6, 7, 8, 9,
10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20}. The state space
for the Two-Order Markov chain should be Sm correspond-
ing, where m is equal to 2. Therefore, the original state
vector is a 1-by-441 matrix and the transition probability
matrix is a 441-by-441 matrix. We can also effectively es-
timate the initial probabilities if the sample is large enough.
The probabilities are placed in a vector of state probabili-
ties:

π(J − 1, J) = (π00, π01, π02, π03, · · · , πij), (5)

Where πij is the probability having i relevant images in
page J and having j relevant images in page J − 1.
Therefore, from this model, we can estimate the number of
relevant images by pages by using the formula in page J :

π(J − 1, J) = π(J − 1, J − 2) ∗ P, J = 2, 3, . . . , n. (6)

Then according to the original state vector and transition
probability matrix, we could estimate the total number of
relevant images for web ISEs.

2.2 Testing Image Search Engine and Queries Se-
lection

We choose Google, Yahoo and Msn as the testing ISEs.
Because from [22], the total market share of Google, Yahoo
and Msn are 90.2%, namely, Google [27], Yahoo [28], and
Msn [29], whose market shares are 64%, 16.3%, and 9.9%,
respectively.
Google (www.google.com)
Yahoo (www.yahoo.com)
Msn (www.bing.com) (new msn image search engine)

In our experiment, total 100 queries are used, which 70%
queries are provided by the authors and 30% of them are the
popular search suggestion term observed from Google when
you submit a keyword. 70% queries consists of one-word,
two-word and more than three-word queries, which range
from simple words like apple to more specific query like
apple computers and finally progressing to rather specific

Table 1: Part of Sample Query list
Categories Sample Queries

One-word Queries

Apple
Dolphin
Octopus
Facebook
Roxy
Wildlife
Skiing
Alleyway
Maldives
Puppy

Two-word Queries

Apple Computer
Plane Crash
Octopus Card
Outer Space
Night Scene
Daisy Flower
Street-Art
Baby Cry
Afghan Child
Twin Towers

Three-word Queries

Man Wearing Hat
Macro Fly Eyes
Sunrise and Sunset
Jordan Basketball Nike
Black and White Portrait
HongKong Night Scene
Flowing in the Wind
Michael Schumacher Ferrari
Chinese Opera Mask
Victoria Harbour HongKong



Table 2: Test Query List

Categories Test Queries

One-word Queries
Bangkok
Stockholm
Parkour

Two-word Queries

Sahara Desert
Solar System
Liu Xiang
Abstract Smoke

Three-word Queries
Clown Fish and Sea Anemone
Couple Silhouette at Sunset
Mexico City Skyline

search, such as the query may be contain three or more el-
ements. While 30% queries consists of the popular sugges-
tion term with the lowest returned results and the largest re-
turned results when we submit a keyword what the Google
shows us. A part of selected queries are given in Table 1
and Table 2 shows us the testing queries.

3 Experimental Results

In our experiment, 100 queries are submitted to each of
ISE, and we record the number of relevant images page by
page. Based on Spink and Jansen’s study [12], evaluating
the images in first two pages is enough. Such a finding
seems useful for the users who only want to find less than
forty images. However, it could not satisfy the users’ need
who wants to search much more images. Therefore, the
number of relevant images in the first ten pages is recorded
for each query and we will model the Two-Order Markov
Chain Model to help us to estimate the number of relevant
images per page based on the recorded data. In the fol-
lowing section, we will discuss the results by applying the
Two-Order Markov chain model we mentioned in section 2.

3.1 Two-Order Markov Chain Model

Fig. 1 illustrates the actual results returned by test ISE
for all the test queries and the estimating results by using
Two-Order Markov Chain Model we obtain from the exam-
ple queries for Google. According to this figure, we can see
that the Two-Order Markov Chain Model fits the test queries
well, no matter for the one-word query, two-word query or

Figure 1: Test results of different queries for Google (a)bangkok. (b)stockholm. (c) parkour. (d) sahara desert. (e) solar
system. (f) liu xiang. (g) abstract smoke. (h) clown fish and sea anemone. (i)couple silhouette at sunset. (j)mexico city
skyline



Figure 2: Test results of different queries for Yahoo (a)bangkok. (b)stockholm. (c) parkour. (d) sahara desert. (e) solar
system. (f) liu xiang. (g) abstract smoke. (h) clown fish and sea anemone. (i)couple silhouette at sunset. (j)mexico city
skyline

three-word query. Although there are some distinctions, the
distinctions are not large except for several points. But ap-
parently, the actual results are smaller than the predicting
results. However, all of this are based on human judgement,
in order to be more precise, we will use MAE to measure
whether we can use such a model to estimate the total num-
ber of relevant images for the web ISE.

Fig. 2 provides the actual results of different test
query for ISE Yahoo. The Figure shows that the Two-
Order Markov Chain Model also fits the test queries quite
good.Especially for the query called Stockholm, the model
fits the data perfectly. And as the results we observed from
Google, the actual results are smaller than the predicting
results too. But apparently for query Solar System, the
model fits the actual results quite bad. However, for most
test queries, it is a good predicting model based on human
judgment.

Fig. 3 gives the test results of different test query and the
predict results given by Two-Order Markov Chain Model
for ISE Msn. The Figure tells us that the Two-Order Markov
Chain Model fits the test queries also well for the test
queries. Meanwhile, it appear that the trend between the
actual results and predict results seems quite the same. But
for the query couple silhouette at sunset, it seems that we

can’t use such a model to predict the number of relevant
images. Therefore, the model that we investigated is not a
perfect model which can perfectly suitable for every query.
Finally, we will also use MAE to measure whether we can
use such a model to estimate the total number of relevant
images for the web ISE.

3.2 Measure of Forecast Accuracy

The mean absolute error (MAE) is a common measure
of forecast error in time series analysis. MAE is a quantity
used to measure how close forecasts or predictions are to the
eventual outcomes. In the previous section, we just judge
the accuracy of the models we investigated based on human
judgment; however, human judgment is not very precise and
well persuade. Therefore, in this section, we will use MAE
to measure the Two-Order Markov Chain Model to judge
whether the model we investigated can well estimate the
number of relevant images per page for major ISEs.

MAE =
1
n

n∑

i=1

|fi − yi| = 1
n
|ei| (7)

As we know, the smaller the MAE the better the model
is. In our paper, that means the smaller the MAE, the better



Figure 3: Test results of different queries for Msn (a)bangkok. (b)stockholm. (c) parkour. (d) sahara desert. (e) solar system.
(f) liu xiang. (g) abstract smoke. (h) clown fish and sea anemone. (i)couple silhouette at sunset. (j)mexico city skyline

Table 3: MAE for Different Models and Different Search Engines

MAE
Two-Order MC MODEL

Google Yahoo Msn

One-word Queries
Bangkok 2.7 2.0 1.3

Stockholm 2.3 0.1 1.9

Parkour 1.1 1.1 1.2

Two-word Queries

Sahara Desert 0.8 0.5 4.5

Solar System 0.1 4.8 2.0

Liu Xiang 0.8 1.1 1.2

Abstract Smoke 0.1 0.1 3.0

More than three-word Queries
Clown Fish and Sea Anemone 1.7 2.2 1.2

Couple Silhouette at Sunset 1.9 2.2 10.5

Mexico City Skyline 0.6 0.4 1.1

MMAE 1.21 1.45 2.79

the model can well estimate the number of relevant images
for the web ISEs. The table 3 shows us the results of mea-
surement of forecast accuracy for the model.

According to Table 3, for the Two-Order MC Model,
73.3 percent of MAE is smaller than 2.0, which means the
percentage of most deviation between the actual results and



the forecast results is less than 10 percent. Therefore, we
could conclude that the Two-Order MC Model is good for
us to use them to estimate the number of the relevant images
for web ISEs. Meanwhile, according to the MAE, we could
say that we can use the Two-Order MC Model to estimate
the number of relevant images for the web ISEs, because all
the MAE listed in the Table 3 is small enough. But there are
exceptions; the MAE of query Couple Silhouette at Sunset
is 10.5 which are quite large.

4 Conclusion and Future Work

Currently, estimating the number of relevant images in
the infinite image search engines is quite hard, but it is so
important for us. Therefore, we develop a set of image
queries to investigate models to estimate the number of rel-
evant images in infinite ISEs. And using some queries to
validate the model we obtain.

In this paper we applied the Two-Order Markov Chain
to investigate the probabilistic behavior of the distribution
of relevant images among the returned results for the ma-
jor ISEs. We have carried out experiments based on the
returned results of 100 training queries and 10 test queries.
For Two-Order Markov Chain Distribution, we were able
to construct the transition probability matrix and the orig-
inal state probability. Then apply the Two-Order Markov
Chain to calculate the probability of all probable number of
relevant images. Finally we picked up the largest probabil-
ity and regarded its corresponding number as the number of
relevant images of current page. We found that Two-Order
Markov Chain Model could well present the distribution of
relevant images among the returned results for the major
ISEs and the percentage of deviation is less than 10 percent.

Future work includes considering whether the cumula-
tive relevance of images in different results pages follows
hidden Markov chain.
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