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Abstract

This paper addresses the problem of lip segmenta-
tion in color space that is a crucial issue to the success
of a lip-reading system. We present a new segmentation
approach to lip contour extraction by taking account of
the color difference between the lip and skin in the color
spaces. Firstly, we obtain a lip segment sample via the
distinction between the lip and skin in 1976 CIELAB
color space. Secondly, we establish a probability model
in HSV color space and make use of the segment sam-
ple so that the membership of lip and non-lip region is
calculated. Thirdly, we employ a morphological filter to
obtain the lip counter candidate based on the two mem-
berships. Finally, we extract the lip contour via convex
hull algorithm with the prior knowledge of the mouth
shape. Experiments show the efficacy of the proposed
approach in comparison with the existing lip segmenta-
tion methods.

1. Introduction

In the past decade, the lip segmentation has received
considerable attention from the community because of
its wide applications in audio-visual speech recognition,
biometric person identification, lip synchronization, hu-
man expression recognition, and so forth [1, 2, 3, 4]. In
general, lip segmentation is a non-trivial task because
the color difference between the lip and the skin regions
is not so noticeable sometimes. In particular, it becomes
more challenging when the illuminations in the environ-
ment are complex.

In the literature, a few image segmentation tech-
niques have been proposed. One class of methods is
based on the clustering with color features [1, 5, 6] pro-
vided that the number of clusters (e.g. the clusters of
skin and lip) is known in advance. Unfortunately, the
hair, moustache and the visibility of teeth and tongue
in the mouth opening generally require that the num-
ber of clusters is selected adaptively. Consequently,
such a method is unable to operate fully automatically

[7]. Another class of widely-used methods is model-
based ones, such as Active Shape Model, Active Ap-
pearance Model, Active Contour Model (Snake), and
so forth [1, 8, 9, 10, 11]. Specifically, they build a de-
formable model for lip by learning the patterns of vari-
ability from a training set of correctly annotated images.
The shape of model can be adjusted by a parameter set
so as to match and locate the lip in test images. Empir-
ical studies have shown the success in their application
domain, but they need to label some landmarks manu-
ally for training. Recently, some automatic segmenta-
tion approaches to lip images have been developed. For
example, [12] and [13] utilize a color transformation or
color filter to enlarge the difference between the lip and
skin. Paper [7] utilizes the multi-scale wavelet to detect
the edge of lip.

In this paper, we will present a new method for the
automatic segmentation of lip images provided that the
lower part of a face (i.e. the part between nostril and
chin) has been available. The proposed method employs
the color transformations so as to enlarge the difference
between the lips and the skin like the existing methods,
but the new method extracts a segment of lip only rather
than the whole lip contour. Specifically, we firstly ob-
tain a lip segment sample via the distinction between the
lip and skin in 1976 CIELAB color space. Secondly, we
establish a probability model in HSV color space and
make use of the segment sample so that the membership
of lip and non-lip region is calculated. Thirdly, we em-
ploy a morphological filter to obtain the lip counter can-
didate based on the two memberships. Finally, we ex-
tract the lip contour via convex hull algorithm with the
prior knowledge of the mouth shape. Since our method
is based upon the color diversity between skin and lip
region rather than “absolute” color [5], its performance
is stable and accurate on the images with different color
temperatures and the testers with different skin or lip
colors. Experiments have shown the efficacy of the pro-
posed approach in comparison with the existing lip seg-
mentation methods.

The remainder of this paper is organized as follows.
We describe the calculation of lip membership in Sec-



tion 2, and show the lip contour extraction in Section 3.
In Section 4, we will conduct the experiment to empir-
ically compare the proposed method with the existing
ones. Finally, we draw a conclusion in Section 5.

2 Lip Membership Based on Color Space
Transformation

It is desirable to work in a color space (a sample of
original image is illustrated in Figure 1), in which the
lip color (i.e. relative red) out of others can be high-
lighted. Since the value of a∗ channel in 1976 CIELAB
color space can determine the color component between
red/magenta and green, i.e. the small values indicate
green while the large values indicate magenta, we there-
fore convert the source image into 1976 CIELAB color
space and normalize the a∗ component to the range of
[0, 255], denoted as Ia∗ . Furthermore, we utilize Eq.(1)
as proposed in [12] to convert the source image to the
range of [0, 255] with equalization, denoted as IG/R:

IG/R =





256× G
R R > G

255 otherwise.
(1)

Let Isub = Ia∗−IG/R.1 Subsequently, we can estab-
lish a Gaussian model for Isub based on the gray-level
value for each non-zero pixel with the mean µ̂sub and
the standard deviation σ̂su. The candidate of lip seg-
ments can be obtained by

Icandidate =





0 Isub ≤ µ̂sub − 2σ̂sub

IG/R otherwise.
(2)

In Eq. (2), it is found that most non-black points are
in the lip region. Hence, to eliminate those non-black
parts outside the lip region, we utilize Eq.(3) and Eq.(4)
to calculate the gravity center, denoted as (gx, gy):

gx =

∑col
x=1

∑row
y=1 xIcandidate(x, y)

∑col
x=1

∑row
y=1 Icandidate(x, y)

(3)

gy =

∑col
x=1

∑row
y=1 yIcandidate(x, y)

∑col
x=1

∑row
y=1 Icandidate(x, y)

, (4)

where row and col denote the vertical and horizontal
size of the image in pixel, respectively. We extract the
nearest non-black part to the gravity center, which cor-
responds to the lip segment as shown in Figure 2. Please
note that it is enough to extract a part of lip rather than

1In this paper, all equations are employed in positive area. That is,
as long as a result is negative, it will be set at 0 automatically.

the whole lip region because the extracted lip segment
is used for sample data so as to establish a probability
model.

Figure 1. The original lip image, which is
the source image of the subsequent fig-
ures.

(a) (b)

Figure 2. A sample image of (a) Icandidate,
and (b) the extracted lip segment. In
Icandidate, most non-black parts corre-
spond to lip segments in the source im-
age. The extracted lip segment is a part
of the lip.

Subsequently, pixels in source lip image belonging
to the lip segment area extracted above are converted
into HSV color space. For each pixel, we let:

C1 = H · cos(2π · S) (5)

C2 = H · sin(2π · S). (6)

As a result, we obtain a 2-dimensional sample vector
denoted as CSeg = (C1, C2).

We establish a probability model as follows:

Mlip =
1

2π
√

Σ̂
· exp(− (CSrc − µ̂)Σ̂−1(CSrc − µ̂)T

2
)

(7)



where CSrc is a 2-dimensional value for arbitrary pixel
in source lip image. The parameters µ̂ and Σ̂ can be
estimated via the following equations:

µ̂ =

∑n
i=1 Ci

Seg

n
(8)

Σ̂ =
1

n− 1

n∑

i=1

(Ci
Seg − µ̂)(Ci

Seg − µ̂)T . (9)

Based on the probability model of Eq. (7), we can
calculate the lip membership for each pixel in a source
image.

Similarly, based on the black area of Icandidate,
we can also establish a probability model to calculate
the non-lip membership denoted as Mnon−lip. Figure
3 gives an example of the two membership maps, in
which the high membership corresponds to the light
area, and vice versa. Moreover, considering the con-
venience of visibility, we project the membership from
[0, 1] to [0, 255], i.e., the gray scale.

(a) (b)

Figure 3. A sample image of (a) lip
membership map, (b) non-lip membership
map. The high membership corresponds
to the light area, and vice versa.

3 Lip Counter Extraction

Obtain a mask by letting

Mask = 255−Mnon−lip − IG/R. (10)

Moreover, the lip membership is considered as
marker. Thus, the morphological reconstruction oper-
ation proposed in [14] can be employed. Figure 4 (a),
(b) and (c) illustrate the marker, mask and result, re-
spectively.

We utilize a gray-level threshold selection method
proposed in [15] to transform the reconstruction result

into a binary image denoted as BRT (see Figure 4 (d)),
and mark the biggest continued foreground block by
Blip1

. In the case of mouth closing, Blip1
can repre-

sent the whole lip region accurately. However, in most
cases of mouth opening, the blocks corresponding to
upper and lower lips are usually separate. It is hard
to extract the whole lip region via selecting the biggest
block. Thus, some refinements are needed.

(a) (b)

(c) (d)

Figure 4. A sample image of (a) marker,
(b) mask, (c) the result of morphological
reconstruction, and (d) the result of gray-
level threshold processing.

Considering the primary reason for discontinuity be-
tween upper and lower lip is that the teeth and tongue
are eliminated via the above steps. Hence, we utilize
the following equation

ITTM = IG/R − norm(IG/R − (IG/R − Ia∗)) (11)

to transform the image IG/R to ITTM , where norm(.)
denotes the normalization in [0,255]. Subsequently, we
can obtain the region covering the teeth, tongue and
some parts of oral cavity approximately. Please note
that, as we stated in Section 2, the computation is em-
ployed in the positive area, i.e. each negative results are
set at zero, thus IG/R − (IG/R − Ia∗) is not equal to
Ia∗ .

We further transform ITTM into a binary image
denoted as BTTM by the threshold selection method.
Then, the morphological closing is employed to BRT ∪
BTTM by performing a 5×5 structuring element opera-
tion. We select the biggest foreground block denoted as



Blip2
in the closing operation result. Hence, the binary

image Blip1
∪ Blip2

can represent the whole lip region
even in the case of mouth opening. Furthermore, we can
utilize the morphological opening with 3×3 structuring
element so as to make the edge more smooth. The result
is denoted as Blip.

For the foreground pixels in Blip, the corresponding
positions, i.e. the row and column indices, are recorded
and compose an M × 2 matrix, denoted as P , where
M denotes the number of foreground pixels in Blip.
We calculate the eigenvectors and eigenvalues of the
covariance matrix of P . Subsequently, we can obtain
an ellipse whose position and inclination are defined by
the eigenvectors, and the length of major/minor axis are
defined by the 1.5 times eigenvalues, respectively. Con-
sequently, two horizontal lines crossing the highest and
lowest point of the ellipse are obtained. The continued
objects on the outside of the two lines are masked out
from the stage of lip contour extraction.

Finally, the quickhull algorithm proposed in [16] is
employed to draw the counter of lip (e.g. see Figure 5).

Figure 5. The final result of lip counter ex-
traction.

4 Experimental Results

To demonstrate the performance of the proposed ap-
proach in comparison with the existing methods de-
noted as: Liew03 proposed in [5], and Guan08 in [7].
We utilized the four databases to test the robustness in
different capture environments: (1) AR face database
(126 people with 26 images for each) [17], (2) CVL
face database (114 persons with 7 images for each) [18],
(3) GTAV face database (44 persons with 27 images for
each), (4) a database established by ourselves, includ-
ing 19 persons (10 male and 9 female) with 15 pictures
per person corresponding to different mouth shapes.
We randomly selected 900 images in total (400 images
from AR database, 200 images from CVL database,
200 images from GTAV database, 100 images from our
database) and manually segmented the lip to serve as

Algorithm Liew03 Guan08 Proposed
average OL, % 80.73 45.10 89.27
average SE, % 20.15 55.21 9.32

Table 1. The segmentation results across
the four databases.

the ground truth. Moreover, in AR database, the images
with the feature number 11, 12, 13, 24, 25, 26 (wear-
ing scarf which covers the whole mouth) are not used
for this experiment. Some segmentation results can be
found in Figure 6.

Figure 6. Some samples of lip counter ex-
traction in different databases.

Two measures defined in [5] are used to evaluate the
performance of the algorithms. The first measure de-
termines the percentage of overlap (OL) between the
segmented lip region A1 and the ground truth A2:

OL =
2(A1 ∩A2)
A1 + A2

× 100%. (12)

The second measure is the segmentation error (SE) de-
fined as

SE =
OLE + ILE

2× TL
× 100%, (13)

where OLE is the number of non-lip pixels classified
as lip pixels (i.e. outer lip error), ILE is the number
of lip-pixels classified as non-lip ones (inner lip error),
and TL denotes the number of lip-pixels in the ground
truth.

Table 1 shows the segmentation results on the four
different databases. It can be seen that the proposed
method outperforms the Liew03 and Guan08 in both of
the two measurements.



5 Conclusion

In this paper, we have proposed a new approach to
automatic lip segmentation via the probability model in
color space and morphological filter. This approach fea-
tures the high stability of lip segmentation and robust
performance against the different capture environment
and different skin color (white and yellow). Experi-
ments have shown the promising result of the proposed
approach in comparison with the existing methods.
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