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Abstract

Lip contour extraction is crucial to the success of a
lipreading system. This paper presents a local region-based
approach for lip contour extraction using the localized ac-
tive contour model. The proposed approach utilizes a com-
bined semi-ellipse as the initial evolving curve to split the
local neighborhoods into local-interior and local-exterior
respectively, and then computes the localized energy for
evolving and extracting. This method is robust against the
noise, rotation, deformation and teeth appearance, and not
limited to a fixed lip model. Experiments show its promising
result in comparison with the existing methods.

1 Introduction

Lip contour extraction has been extensively studied in
recent years [2, 13, 7]. It is one of the most important tech-
niques for human-machine interface applications such as lip
reading [10], audio-visual speech recognition [8] and facial
expression analysis [6]. Nevertheless, it is a non-trivial task
to find a robust and accurate method for lip contour extrac-
tion due to large variations caused by different speakers,
noise, illumination conditions, low contrast between lip and
skin, high deformable level of lips, and so forth.

In the past decade, a number of techniques have been
proposed to achieve lip contour extraction, which can be
categorized into two major classes: the edge-based ap-
proach and the model-based approach. The edge-based
method mainly utilizes the low level spatial cues such as
color and edges to achieve lip localization and extrac-
tion [13]. Often, the performance of such a method will
deteriorate when there is a poor contrast between lip and
surrounding skin regions. In contrast, the model-based ap-
proach, which builds a lip model with a small set of pa-
rameters, generally outperforms the former one. Examples
include deformable template (DT) [3] [7] and active shape
model (ASM) [9]. The DT algorithm utilizes a parametric
model to describe the lip contour, which is, however, sen-
sitive to the deformation and irregularity of the lips. The

ASM utilizes a series of landmark points, which are con-
trolled within a few modes derived from a training data, to
describe the lip shape. In general, the training process of the
ASM is quite time-consuming. Besides the DT and ASM
methods, the active contour model (ACM) or snakes [2] is
another typical example along this line. The conventional
ACM allows an initial contour to deform by minimizing a
specific global energy function to produce the desired seg-
mentation. Paper [2] has shown the success of this method
in its application domain, but this method is somewhat sen-
sitive to the parameter initialization and the image noise.

Furthermore, when objects have heterogeneous statis-
tics, it is found that the localized active contour
model(LACM) [4] can generally achieve a satisfactory seg-
mentation results while the conventional ACM fails. In the
LACM, the evolving curve splits the local neighborhoods
into local-interior and local-exterior respectively. Subse-
quently, the localized energy for evolving and extracting can
be computed. However, improper parameters such as large
radius or far away evolving curve in LACM can lead to the
wrong extracting results. See the Fig. 1 and Fig. 2 for the
examples.

Figure 1. Improper parameters expression.(a)ulterior
evolving curve with small local radius, (b)proper evolving
curve with large local radius.

In this paper, we propose a local region-based approach
for lip contour extraction method using the localized active
contour model. We find a combined semi-ellipse as the ini-
tial evolving curve which can be fitted well in the LACM,
meanwhile, the proper parameters in LACM can be auto-



matic selected. Experiments have shown the promising re-
sults of the proposed algorithm in comparison with the ex-
isting methods.

(a) (b)

(c) (d)

Figure 2. (a) Lip image with noise affects, (b) Conven-
tional ACM based extracting result, (c) LACM based ex-
tracting result with improper parameters, (d) LACM based
extracting result with proper parameters.

2. Overview of LACM

This section will overview the framework of LACM [4],
in which the only assumption is that the foreground and
background regions will be locally different.

The statistical analysis of local regions leads to the con-
struction of a group of local energies about each point on the
evolving curve, in order to optimize these local energies in
its own local region, each point is considered individually,
consequently, the point’s component of the local energy is
computed by splitting the local neighborhoods into local-
interior and local-exterior using the evolving curve.

In this paper, I denotes a pre-specified image defined
on the domain Ω, C denotes a closed contour represented
as the zero level set of a signed distance function φ, i.e.,
C = {u |φ(u) = 0} [4]. The interior of C is specified
by the following approximation of the smoothed Heaviside
function:

Hφ(u) =





1, φ(u) < −ε
0, φ(u) > ε
1
2

{
1 + φ

ε
+ 1

π
sin

(
πφ(u)

ε

)}
, otherwise.

(1)

Similarly, the exterior C can be defined as (1−Hφ(u)).
The derivative of Hφ(u), a smoothed version of the

Dirac delta is used to specify the area adjacent to the curve.

δφ(u) =





1, φ(u) = 0
0, |φ(u)| < ε
1
2ε

{
1 + cos

(
πφ(u)

ε

)}
, otherwise.

(2)

Parameters u and v are expressed as independent spatial
variables to represent a single point in Ω, respectively. Us-
ing this notation, the characteristic function B(u, v) marked

the local regions in terms of a radius parameter r can be
described as follows:

B(u, v) =
{

1, ‖u− v‖ < r
0, otherwise.

(3)

UsingB(u, v), we define an energy functional in terms of
a generic internal energy functional F , the resulting energy
functional E(φ):

E(φ) =
∫

Ωu

δφ(u)
∫

Ωv

B(u, v) · F (I(v), φ(v))dudv, (4)

where the functional F is a generic internal energy measure
used to represent local adherence to a given model at each
point along the contour. This energy relies on the assump-
tion that foreground and background regions should have
maximally separate mean intensities which can cause the
curve to move.

Therefore, a localized region-based energy formed from
the global energy by substituting local means for global
ones is shown here [12]:

F = −(µin(u)− µout(u))2, (5)

µin(u) =

∫
Ωv
B(u, v) · Hφ(v) · I(v)dv∫
Ωv
B(u, v) · Hφ(v)dv

, (6)

µout(u) =

∫
Ωv
B(u, v) · (1−Hφ(v)) · I(v)dv∫
Ωv
B(u, v) · (1−Hφ(v))dv

, (7)

where the localized versions of the means µin(u) and
µout(u) represent the intensity mean in local interior and
exterior regions around a point u, respectively.

By ignoring the image complexity that may arise outside
local region, only contributions from the points within the
radius r of the contour are considered. Finally, for the pur-
pose of keeping the curve smooth, a regularization term is
added as is commonly done in active contour segmentation
energies. Meanwhile, the arclength of the curve is penalized
and weighted by a parameter λ, and the final energy E(φ)
is given in the following:

E(φ) =
∫

Ωu

δφ(u)
∫

Ωv

B(u, v) · F (I(v), φ(v))dvdu

+λ

∫

Ωu

δφ(u) ‖∇(u)‖du. (8)

By taking the first variation of this energy with respect to φ,
the following evolution equation is obtained:

∂φ

∂t
(u) = δφ(u)

∫

Ωv

B(u, v) · ∇φ(v)F (I(v), φ(v))dv

+λδφ(u)div(
∇φ(u)
|∇φ(u)| ) ‖∇φ(u)‖ . (9)

It is certainly noteworthy that, any region-based segmen-
tation energy can be put into this framework.
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Figure 3. Standard deviation of columns and
rows.

3. The Proposed Algorithm

Our proposed automatic lip contour extraction system in-
cludes an initialization step and a lip contour extraction pro-
cess.

3.1 Initialization

Empirical studies have found that a lip shape is usually
close to an rectangular region [5] [7]. Furthermore, it can
also be approximatively surrounded by various of semi el-
lipses. How to find a combined semi-ellipse as the initial
evolving curve is of crucial importance to extract the lip
contours in our method.

For the purpose of finding the a combined semi-ellipse of
lip region, the detection of lip corner dots is needed. Specif-
ically, I(x, y) represents a pixel value at coordinate (x, y),
m, n express the maximum values of rows and columns.
The left corner, right corner, up corner, down corner are de-
noted as La,Lb, V a, V b.

We project the RGB-based lip image into the gray-level
one, from the practical viewpoint, it is inevitable that there
exists the noises or uneven illumination affects. Hence,
each lip image is performed with a 3 × 3 mean filter and
a contrast stretching adjustment.

According to the statistical methods, the really lip re-
gions are usually of the big standard deviation value. There-
fore, the lip corner dots of horizontal or vertical can be de-
tected by computing the first and last value of standard de-
viation , which is changing obviously compared with the
adjacent ones. For example, in order to find the horizontal
lip corner columns quickly, we can use the following equa-
tions:

meanj =
1
m

m∑

i=1

(I(i, j)), j = 1, 2, · · ·n, (10)

Stdj =

(
1
m

m∑

i=1

(I(i, j)−meanj)2
) 1

2

, (11)

|Stdj − Stdj+2| < ∆S, |Stdj − Stdj−2| < ∆S, (12)

where ∆S is a changing threshold. Fig. 3 and Fig. 4gives
an example. We can easily obtain the coordinate value of
Lax, Lbx. Afterwards, the value of Lay and Lby can be
computed through the mean coordinate with the minimum
gray value of I(Lax, j), i = 1, · · · , n. The other approxi-
mative corner dots can also be computed through the above
method.
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Figure 4. A combined semi-ellipse around the
lip.
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Figure 5. The extracting procedure. (a) lip
image, (b) lip corner dots, (c) the combined
semi-ellipse, (d) after 10 iterations, (d) after
20 iterations, (d) after 30 iterations.

Let the (xc, yc) be the origin center of the combined
semi-ellipse, through which the mathematical equations are
as follows:

xc =
1
2
(Lax + Lbx), yc =

1
2
(Lay + Lby),



θ = arctan
(

Lby − Lay

Lbx − Lax

)
,

a =
1
2
((Lbx − Lax)2 + (Lby − Lay)2)

1
2 ,

bup = ((V ax − xc)2 + (V ay − yc)2)
1
2 ,

blow = ((V bx − xc)2 + (V by − yc)2)
1
2 ,

X = (x− xc) · cos θ + (y − yc) · sin θ,
Y = (y − yc) · cos θ − (x− xc) · sin θ,

X2
up

a2
+

Y 2
up

b2
up

= 1,
X2

low

a2
+

Y 2
low

b2
low

= 1, (13)

where a is the semi-major axes, bup and blow are the up
and low semi-minor axes, respectively. θ is the inclined
angle, which is positively defined in the counter-clockwise
direction. θ is the inclined angle , and it is defined to be
positive in the counter-clockwise direction.

3.2 Contour Extraction

After successfully finding the combined semi-ellipse of
the lip region, we can let it be the evolving curve repre-
sented the zero level set C just as is stated in part 2, which
can be fitted well in the LACM. Subsequently, local neigh-
borhoods of the points can be split into local interior and
local exterior by the evolving curve.

By computing the local energies at each point along the
curve, the evolving curve will deform so as to minimizing
the local energies in order to produce the desired lip seg-
mentation. See Fig. 5 for the details.

The concise extraction steps are as follows:

• Locate the lip region, preprocess;

• Obtain the combined semi-ellipse;

• Evolve with iteration;

• Extract the lip contours.

The radius r selected by the function B(u, v) is an im-
portant parameter in LACM. By rule of thumb, r = rb

2 is
appropriate in most cases.

4. Experimental Result

We have applied our approach to the 500 frontal face im-
ages with the different mouth shapes. The database consists
of 200 face images from the CVL face database [11], 200
face images from the GTAV face database [1] and 100 lip
images from our laboratorial database. In our experiments,
we set the parameter λ is equal to 0.3.

Examples of lip contour extraction are shown in Fig. 6
and Fig. 7. It can be clearly seen that, the accurate lip con-
tours can be extracted using our algorithm. Table 1 presents
the details in comparison with other two existing methods,
in which, we define the extracted performance as nc

n , where
the nc is the correct extracted numbers, n is the total num-
bers of the test database.

Figure 6. The extracted results of lip images
form the CVL database by our proposed ap-
proach.

Figure 7. The extracted results of lip images
from our laboratory database by our pro-
posed approach.

Table 1. Compared with the existing methods.
Method Lip model Automatic Performance

ACM No No 78.6%
DT Yes No 92.6%

Our approach No Yes 96.4%



As is shown above, the deformable or irregular lip con-
tours can be extracted successfully using the proposed
method, which also has a better extracting performance.
Furthermore, the proposed approach is not limited to a fixed
lip model, meanwhile , it is usually more tolerant to the af-
fects of noise, rotation and the deformation. More impor-
tant, it is also worth noting that our proposed algorithm can
reach completely automation, though which the combined
semi-ellipse can be found as the initial evolving curve in
LACM.

We have also examined the unsatisfactory results (less
than 4%), and found that they all have the very poor con-
trast between the lip and skin region, or have obvious beard
effects around the lips.

5. Conclusion

This paper has proposed an automatic and robust lip
contour extraction algorithm using localized active contour
model. We obtain a combined semi-ellipse as the initial
evolving curve through which an optimum extraction of the
lip image into lip and non-lip regions can be found. This
algorithm is robust against the the noise, rotation , deforma-
tion and the appearance of teeth.
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