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#### Abstract

Cohesive substructure identification is one fundamental task of graph analytics. Recently, a useful problem of dense subgraph maximization has attracted significant attentions, which aims at enlarging a dense subgraph pattern using a few new edge insertions, e.g., $k$-core maximization. As a more cohesive subgraph of $k$-core, $k$-truss requires that each edge has at least $k-2$ triangles within this subgraph. However, the problem of $k$-truss maximization has not been studied yet. In this paper, we motivate and formulate a new problem of budget-constrained $k$-truss maximization. Given a budget of $b$ edges and an integer $k \geq 2$, the problem is to find and insert $b$ new edges into a graph $G$ such that the resulted $k$-truss of $G$ is maximized. We theoretically prove the NP-hardness of $k$-truss maximization problem. To efficiently tackle it, we analyze nonsubmodular property of $k$-truss newcomers function and develop non-conventional heuristic strategies for edge insertions. We first identify high-quality candidate edges with regard to $(k-1)$-light subgraphs and propose a greedy algorithm using per-edge insertion. Besides further improving the efficiency by pruning disqualified candidate edges, we finally develop a component-based dynamic programming algorithm for enlarging $k$-truss mostly, which makes a balance of budget assignment and inserts multiple edges simultaneously into all ( $k-1$ )-light components. Extensive experiments on nine real-world graphs demonstrate the efficiency and effectiveness of our proposed methods.
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## 1 INTRODUCTION

Graph is an essential model to represent entities and their connected relationships in many real-world networks, such as social networks [23, 32, 42], the Web [10], collaboration network [45], biological networks [14], to name a few. A fundamental task of complex graph analytics is to identify cohesive portions revealing latent and critical community structures, which are frequently modeled as cohesive subgraphs [21].
In the literature, many cohesive subgraph notions have been proposed including $k$-clique, $n$-clan, $n$-club, and $k$-plex [33, 39]. The computations of all the above cohesive subgraphs are NP-hard and not scalable over large graphs. A popular dense subgraph of $k$-truss, receives many attentions recently [11, 17, 22, 24, 53]. As a relaxation of $k$-clique, $k$-truss requires that every edge is contained in at least $(k-2)$ triangles in the $k$-truss [7], which can be computed efficiently in polynomial time. The $k$-truss investigation has been conducted in various important applications and different kinds of networks, including community search [30], truss minimization [53], network visualization [50], public-private social networks [11], and probabilistic networks [22, 40].

One useful problem of dense subgraph maximization has attracted significant attentions recently, which has several applications in improving communication network stability and online social network services. One representative task is core maximization $[6,51]$, which studies to enlarge another dense subgraph of $k$-core by inserting a few edges into a graph. The definition of $k$-core requires that every vertex has at least $k$ neighbors. In comparison, the $k$-truss is conceptually more rigorous than $k$-core, as $k$-truss is defined on the edge and its strength measured by the number of triangles whereas $k$-core is defined on the node and its strength measured by the simple degree [17, 36]. The $k$-truss model ensures the strong tie strength among users with at least $k-2$ common neighbors. However, to our best knowledge, the problem


Figure 1: An example of $k$-truss maximization on graph $G$, where $k=4$ and the budget $b=2$. After inserting two edges $E_{\Delta}=\left\{\left(v_{3}, v_{4}\right),\left(v_{8}, v_{10}\right)\right\}$ into graph $G$, a new graph $G_{\text {new }}$ has the maximum 4-truss with 22 edges.
of dense subgraph maximization on the $k$-truss model has not been studied yet.

In this paper, we investigate a new problem of budget-constrained $k$-truss maximization, that is, given a number $k$ and a budget $b$, it aims at inserting a set of $b$ new edges into graph $G$ such that the size of $k$-truss is maximized. We motivate the $k$-truss maximization problem using a wide range of real-life representative applications, for example, improving flight network connectivity and social group engagement, enhancing stability of P2P networks, and identifying missing defense links in military networks, as analyzed in the dense subgraph maximizing problem of another $k$-core model $[6,51]$ and further illustrated in Section 3.3.
Motivating example. Consider a social network $G$ with 12 vertices as shown in Figure 1(a), where each vertex represents a user and an edge represents a friendship between two users. The whole graph $G$ is the 3-truss, as each edge is contained in at least one triangle in $G$. The induced subgraph of $G$ by $\left\{v_{5}, v_{6}, v_{7}, v_{8}\right\}$ is the 4 -truss in blue, where each pair of users have two common friends. Assume that $k=4$ and the budget $b=2$, we seek to enlarge 4 -truss by inserting 2 new edges into graph $G$. An optimal solution is to insert two edges $\left(v_{3}, v_{4}\right)$ and $\left(v_{8}, v_{10}\right)$, which maximizes 4 -truss from the original six edges of $G$ to the new 22 edges of $G_{n e w}$ in blue as shown in Figure 1(b).

Different edge insertion strategies have significantly different performances, e.g., considering an alternative answer for the above example $G$ in Figure 1(a) by inserting two edges ( $v_{1}, v_{8}$ ) and ( $v_{1}, v_{10}$ ), which leads to no any increment size of 4 -truss at all. However, developing effective algorithms for $k$-truss maximization brings non-trivial challenges. We analyze the hardness of $k$-truss maximization problem and theoretically prove that it is NP-hard reduced from a well-known maximum coverage problem. Even worse, we observe that the objective function of $k$-truss newcomer does not enjoy the submodularity for a simple greedy approximation algorithm design. Therefore, we explore heuristic strategies to develop efficient algorithms for enlarging $k$-truss using a few new edges. The key idea is to identify those edges that are easily converted into $k$-truss using a small cost of edge insertions. We first give a definition of $(k-1)$-light, which is a subgraph of $(k-1)$-truss formed by all edges of the trussness of $k-1$. Then, we prune those candidate ( $k-1$ )-light edges of low quality, in terms of the triangle weights. Our first greedy algorithm is a per-edge insertion method, which iteratively inserts one edge with the largest $k$-truss newcomers into graph $G$ until the budget of $b$ edges is used up. To improve the efficiency, we develop advanced techniques to further
prune disqualified candidate edges, by distinguishing stable edges and unstable edges. Moreover, we propose a novel component-based approach, which divides the graph into several independent components and uses dynamic programming techniques to enlarge $k$-truss in a global optimization. This is an integrated method by balancing the budget assignment such that a limited number of inserted edges enlarges the $k$-truss mostly.

In summary, we make the contributions in this paper as follows:

- We motivate a new problem of $k$-truss maximization, which inserts a given budget of $b$ new edges into a graph to enlarge $k$-truss (Section 3).
- We theoretically prove that the $k$-truss maximization problem is NP-hard. We also analyze the property of $k$-truss newcomer function and show its non-submodularity (Section 4).
- We give a formal definition of candidate weight and formulate the candidates for edge insertions. We then propose a greedy approach to iteratively select one best candidate edge to insert into graphs. Moreover, we further design an optimization technique for pruning candidates (Section 5).
- For improving the efficiency and quality, we propose a componentbased approach CBTM for $k$-truss maximization. It first partitions the graph into multiple components and makes $k$-truss estimations for each component, and then conducts an edge insertion assignment to maximize $k$-truss newcomers by dynamic programming techniques (Section 6).
- We conduct extensive experiments on nine real-world large graphs. We show that our component-based approach CBTM can efficiently and effectively enlarge $k$-truss using a limited budget $b$ (Section 7).
We discuss related work in Section 2 and conclude the paper in Section 8.


## 2 RELATED WORK

Our work is related to $k$-truss mining and subgraph enhancement.
K-truss mining. The $k$-truss is the largest dense subgraph where every edge exists in at least $k-2$ triangles in the subgraph [7]. Truss decomposition is to find the trussness of every edge in a graph. An in-memory algorithm of truss decomposition is presented in [41]. The $k$-truss decomposition has numerous applications in large graph analysis, including visualization [2], community search [ $9,18,29,38$ ], probabilistic graphs [12], modular centrality [15] and maximal clique finding [35]. Parallel algorithms for accelerating ktruss decomposition have also been studied [4, 5, 25, 37]. There also exist many studies on $k$-truss mining [7] over different networks, including dynamic graphs [49], directed graphs [30], uncertain graphs [22], heterogeneous graphs [43] and public-private graphs [11]. Recently, the problem of $k$-truss minimization is to shrink $k$-truss as most as possible by deleting $b$ edges [53]. Several $k$ truss based community models have been developed for finding communities in an online manner [20].
Subgraph enhancement. Several studies work on the subgraph enhancement, e.g., the anchored $k$-core to enlarge the $k$-core by strengthening a set of nodes, these nodes will retain within the anchored $k$-core, even if their degree within the $k$-core subgraph is less than $k[3,27,47]$. This problem can identify critical vertices (e.g., people) whose participation is critical to overall engagement of
the networks. Corò et al. [8] investigate the problem of improving the graph reachability through edge insertions. The closest work to us is the edge addition approach to maximize the $k$-core $[6,51]$. Chitnis et al. [6] propose solutions for graphs with bounded treewidth. Zhou et al. [51] propose a heuristic algorithm and use a layer structure to reduce the candidate set and the time for computing followers. Compared with the $k$-core maximization problem where each vertex has degree at least $k$ within the $k$-core [6,51], $k$-truss enjoys more cohesive structure than $k$-core. On the other hand, some studies aim at minimizing the size of $k$-core [31, 52]. Related problems also include the anchored $k$-truss problem [48] and the collapsed $k$-truss problem [46]. Different from all the above studies, we study a new problem of $k$-truss maximization in this paper, and propose novel techniques of $(k-1)$-light based per-edge insertion strategy and component-based dynamic programming algorithm w.r.t. a limited budget of new edge insertions.

## 3 PRELIMINARY

We consider an undirected simple graph $G=(V, E)$ with $n=|V|$ vertices and $m=|E|$ edges. Given a subgraph $H=(V(H), E(H)) \subseteq$ $G$, we denote the set of neighbors of a vertex $v$ in $H$ by $N_{H}(v)$, i.e., $N_{H}(v)=\{u \in V(H):(v, u) \in E(H)\}$. We denote the degree of $v$ in graph $G$ by $d(v)=\left|N_{G}(v)\right|$ and the maximal degree by $d_{\text {max }}=\max _{v \in V} d(v)$, respectively. A triangle is a 3 -clique formed by three vertices $v, u, w$, denoted as $\Delta_{v u w}$. The support of an edge $e$, denoted as $\sup _{H}(e)$, is the number of triangles containing $e$ in $H$. When it is clear from the context, we drop the subscript $H$ and $G$ of our notations.

### 3.1 K-Truss Newcomers

We begin with a definition of $k$-truss.
Definition 1 (K-Truss [41]). Given a graph $G$ and an integer $k \geq 2$, the $k$-truss, denoted as $T_{k}$, is the largest subgraph of $G$ such that each edge is contained in at least $k-2$ triangles in $T_{k}$.

The $k$-truss subgraphs inherit good hierarchical properties, such as the $k$-truss is always a subgraph of $k^{\prime}$ truss for $k^{\prime} \leq k$, i.e., $T_{k} \subseteq T_{k^{\prime}}$. Thus, an edge may appear in multiple $k$-trusses $T_{k}$ for different $k$. The trussness of an edge $e$ in $G$ is the largest $k$ such that there exists a $T_{k} \subseteq G$ containing $e$, which is represented as $\tau(e)$. Consider the graph $G$ in Figure 1, the edge ( $v_{5}, v_{6}$ ) appears both in 3 -truss and 4 -truss. The trussness of $\left(v_{5}, v_{6}\right)$ is $\tau\left(\left(v_{5}, v_{6}\right)\right)=4$.

In this paper, we are interested to add a few new edges $E_{\Delta}$ into graph $G$ to enlarge $k$-truss $T_{k}$. The new graph and the corresponding new $k$-truss are denoted as $G^{*}=\left(V, E \cup E_{\Delta}\right)$ and $T_{k}^{*}$, respectively. We give a new definition of $k$-truss newcomers as follows.

Definition 2 ( $K$-Truss Newcomers). The $k$-truss newcomers are a set of edges that do not appear in $T_{k}$ of graph $G$ but belong to $k$-truss $T_{k}^{*}$ of new graph $G^{*}$ after the edge insertions of $E_{\Delta}$. The number of $k$-truss newcomers is denoted as $f\left(E_{\Delta}, k\right)=\left|T_{k}^{*}\right|-\left|T_{k}\right|$.

The $k$-truss newcomers may be either the newly inserted edges or the original edges in graph $G$. The edges, which may be inserted to the graph, are called candidate edges.

### 3.2 Problem Formulation

Based on the above definitions, we formulate the problem of budgetconstrained $k$-truss maximization (KTM-Problem) as follows.

Problem 1. Given a graph $G(V, E)$, an integer $k \geq 2$, and a budget of $b \geq 1$ edges that can be inserted into $G$, the truss maximization problem aims to find a set of new edges $E_{\Delta}=\{(v, u): v, u \in V,(v, u) \notin E\}$ and $\left|E_{\Delta}\right| \leq b$ such that the $k$-truss newcomers $f\left(E_{\Delta}, k\right)$ is maximized in new graph $G^{*}=\left(V, E \cup E_{\Delta}\right)$, i.e.,

$$
E_{\Delta}^{*}=\underset{\left|E_{\Delta}\right| \leq b}{\arg \max }\left|T_{k}^{*}\right|-\left|T_{k}\right|
$$

Example 1. Consider the graph $G$ in Figure 1. Assume that $k=4$ and $b=2$. Our problem of $k$-truss maximization is to insert two new edges into $G$ such that the new 4-truss is maximized. One choice is to insert two edges $\left\{\left(v_{1}, v_{5}\right),\left(v_{2}, v_{6}\right)\right\}$ into $G$ with 11 newcomers. However, this solution is not optimal. The best choice is to insert $\left\{\left(v_{3}, v_{4}\right),\left(v_{8}, v_{10}\right)\right\}$ edges into $G$, which brings $16 k$-truss newcomers. The enlarged 4-truss of $G_{n e w}$ is shown in Figure 1(b).

### 3.3 Applications

We motivate the KTM-Problem using two useful applications.
Flight network connectivity improvement. It is well known that adding more routes bring a connectivity improvement of transportation network, e.g., flight network, ferry route networks, rail networks, and so on. A strong network connectivity certainly gives more route choices for users and facilitates traveling. A connected $k$-truss enjoys good structural property of ( $k-1$ )-edge-connectivity, indicating that the $k$-truss network keeps connected by removing any fewer than $k-2$ edges [7]. In flight networks, one route between any two airports can be suspended due to unexpected circumstances. We need to offer more alternative transit plans when direct flights fail. Therefore, our KTM-Problem applied on flight networks aims at maximizing a strong-connected $k$-truss network by adding a budget of $b$ new routes.
Social group engagement. Many online social network applications feature a friend suggestion function to help form friendships, e.g., Facebook, Instagram, and so on [13]. The newly formed friendships are corresponding to our problem setting of edge insertions. Given a social network, we can reinforce social groups by creating new friend relationships and construct a larger $k$-truss community. Every two people have at least $k-2$ common friends under the $k$ truss community model, ensuring solid and stable relationships. People are more likely to share and contributes user-generated contents if they have enough common friends [1, 44]. Social-based activities such as group shopping and friend recommendations may achieve better outcomes in an enlarged $k$-truss group.

Besides the above applications, our problem is also applicable to other application scenarios of $k$-core maximization, due to that $k$-truss is a more generalization and denser subgraph of $k$-core, e.g., enhancing stability of P2P networks, and identifying missing defense links in military networks [6, 51].

## 4 PROBLEM HARDNESS ANALYSIS

In this section, we first analyze the hardness of $k$-truss maximization problem. Then, we present the non-submodular property of $k$-truss newcomers function $\mathrm{f}\left(E_{\Delta}, k\right)$, with regard to w.r.t. $E_{\Delta}$ for a given $k$.


Figure 2: An illustration of constructing graph $G$ in KTMProblem from an instance of MC-Problem where $S_{1}=\left\{t_{1}, t_{3}\right\}$, $S_{2}=\left\{t_{1}, t_{2}, t_{3}\right\}, S_{3}=\left\{t_{3}, t_{4}\right\}$.

Theorem 1. The KTM-Problem is NP-hard.
Proof. We reduce the well-known NP-hard problem of maximum coverage (MC-Problem) to our problem [26]. Given a ground set $T=\left\{t_{1}, \ldots, t_{n}\right\}$ and a collection of sets $\mathcal{S}=\left\{S_{1}, \ldots, S_{m}\right\}$, where $T=\bigcup_{j=1}^{m} S_{j}$. For two given numbers $X$ and $b$ where $b \leq m$, the decision version of MC-Problem is asking whether there exists a selection of $b$ sets such that $\left|\cup_{j=1}^{b} S_{l_{j}}\right| \geq X$ where $1 \leq l_{j} \leq m$ for $1 \leq j \leq b$, which is also NP-hard.

Given an instance of MC-Problem, we construct an instance of KTM-Problem as follows. For each set $S_{i} \in \mathcal{S}$, we create two vertices $s_{i}$ and $\bar{s}_{i}$. For each element $t_{j} \in S_{i}$, we create two vertices $t_{j}$ and $\bar{t}_{j}$, and add edge between any pair nodes of $\left\{s_{i}, \bar{s}_{i}, t_{j}, \bar{t}_{j}\right\}$, except for the edge ( $s_{i}, \bar{s}_{i}$ ) as shown in Figure 2. In addition, for each edge $\left(t_{j}, \bar{t}_{j}\right)$, we link $\left(t_{j}, \bar{t}_{j}\right)$ with one $d$-extendible subgraph, denoted as $H_{j}$, which is with all blue nodes and surrounded with multiple 4 -cliques as shown in Figure 2. Here, $d \gg 4 n m$. Except for the edge ( $t_{j}, \bar{t}_{j}$ ), other each edge $e^{\prime} \in E\left(H_{j}\right)$ has at least two triangles in graph $H_{j}$, reflecting that $H_{j}$ is 3 -truss but not 4 -truss. Now, we have a completed graph $G=(V, E)$ where $V=\left\{s_{1}, \bar{s}_{1}, \ldots, s_{m}, \bar{s}_{m}\right\} \cup$ $\left(\bigcup_{j=1}^{n} V\left(H_{j}\right)\right)$ and $E=\left\{\left(s_{i}, t_{j}\right),\left(s_{i}, \bar{t}_{j}\right),\left(\bar{s}_{i}, t_{j}\right),\left(\bar{s}_{i}, \bar{t}_{j}\right): \forall t_{j} \in S_{i}, 1 \leq\right.$ $i \leq m\} \cup\left(\bigcup_{j=1}^{n} E\left(H_{j}\right)\right)$. Figure 2 shows an example of graph $G$ with $n=4$ and $m=3$. For $k=4$, let be the decision version of KTM-Problem as whether there exists $E_{\Delta}$ edges to be inserted into $G$ such that $\left|E_{\Delta}\right|=b$ and $f\left(E_{\Delta}, k\right) \geq 2 d X$. The hardness follows from this.
$(\Rightarrow)$ : Suppose there exists $\mathcal{S}^{*} \subseteq \mathcal{S}$ as a YES-instance of MCProblem, i.e. $\left|\mathcal{S}^{*}\right|=b$ and $\left|\cup_{S_{i} \in \mathcal{S}^{*}} S_{i}\right| \geq X$. For each set $S_{i} \in \mathcal{S}^{*}$, we add an edge ( $s_{i}, \bar{s}_{i}$ ) into $G$. Let $G_{\text {new }}$ be the new graph after edge insertions. Thus, $\left(s_{i}, \bar{s}_{i}\right)$ becomes a 4 -truss newcomer in $G_{n e w}$. Let
 of $\left(t_{j}, \bar{t}_{j}\right)$ become 4 -truss newcomers for $t_{j} \in T^{*}$. Consequently, at least $X$ subgraphs of $H_{j}$ belong to 4-truss in $G_{\text {new }}$. Each graph $H_{j}$ has $2 d$ newcomers. Thus, the total number of newcomers has at least $2 d X$, which is a YES-instance of KTM-Problem.
$(\Leftarrow)$ : Suppose $E_{\Delta}^{*}$ is a YES-instance of KTM-Problem, i.e., it achieves at least $2 d X$ newcomers as $f\left(E_{\Delta}^{*}, k\right) \geq 2 d X$. Let be the graph $G_{n e w}=\left(V, E \cup E_{\Delta}^{*}\right)$. We prove it by contradiction. Assume that at least $X$ subgraphs of $H_{j}$ become as the part of 4 -truss in $G_{\text {new }}$; Otherwise, we have less than $X$ subgraphs of $H_{j}$ that belong to 4 -truss, reflecting $f\left(E_{\Delta}^{*}, k\right)<2 d X$ as $d \gg 4 n m$. As the most newcomer benefit of inserting such edges $\left(s_{l_{j}}, \bar{s}_{l_{j}}\right)$ and $d \gg 4 n m$, it


Figure 3: An example for graph $G$ in submodular analysis. should add the $b$ edges $E_{\Delta}^{*}=\left\{\left(s_{l_{j}}, \bar{s}_{l_{j}}\right): 1 \leq j \leq b, 1 \leq l_{j} \leq m\right\}$ into $G$. Let be the set $T^{*}=\left\{t_{j}: H_{j}\right.$ belong to 4 -truss $\}$ and $\mathcal{S}^{*}=$ $\left\{S_{j}:\left(s_{l_{j}}, \bar{s}_{l_{j}}\right) \in E_{\Delta}^{*}\right\}$. This reflects that there exists $S^{*}$ such that $\left|\mathcal{S}^{*}\right|=b$ and $\left|\cup_{S_{j} \in \mathcal{S}^{*}} S_{j}\right| \geq\left|T^{*}\right| \geq X$, which is a YES-instance of MC-Problem.

Theorem 2. $\mathrm{f}\left(E_{\Delta}, k\right)$ is not submodular w.r.t. $E_{\Delta}$.
Proof. Consider a graph $G$ in Figure 3 and $k=4$. The function of $\mathrm{f}\left(E_{\Delta}, k\right)$ w.r.t. $E_{\Delta}$, is reformulated as $\mathrm{g}\left(E_{\Delta}\right)=\mathrm{f}\left(E_{\Delta}, 4\right)$. Let $S=\left\{e_{2}\right\}$, $T=\left\{e_{2}, e_{3}\right\}$, and $S \subset T$. We have $\mathrm{g}(S)=6$ and $\mathrm{g}(T)=12$. As $e_{1} \notin T$ and $e_{1} \notin S$, we have $\mathrm{g}\left(S \cup\left\{e_{1}\right\}\right)=12$ and $\mathrm{g}\left(T \cup\left\{e_{1}\right\}\right)=19$. Thus, $\mathrm{g}\left(S \cup\left\{e_{1}\right\}\right)-\mathrm{g}(S)=6$ and $\mathrm{g}\left(T \cup\left\{e_{1}\right\}\right)-\mathrm{g}(T)=7$. As a result, we have $\mathrm{g}\left(S \cup\left\{e_{1}\right\}\right)-\mathrm{g}(S)<\mathrm{g}\left(T \cup\left\{e_{1}\right\}\right)-\mathrm{g}(T)$, indicating $\mathrm{g}\left(E_{\Delta}\right)$ and $\mathrm{f}\left(E_{\Delta}, k\right)$ is not submodular w.r.t. $E_{\Delta}$.

In view of the above NP-hardness and non-submodularity of KTM-Problem, it infers that the prospects for efficient approximation algorithms are not promising.

## 5 PER-EDGE INSERTION GREEDY METHOD

In this section, we propose a heuristic approach that greedily inserts one edge into $G$ at each round of budget consumption. Then, we develop candidate pruning techniques to improve the efficiency.

### 5.1 Candidate Edges

To address KTM-Problem, the first key step is to identify highquality candidate edges that can be inserted into graph $G$ to enlarge $k$-truss. There exists a large room for candidate edge selection in large sparse graphs as $E_{\Delta} \subseteq V \times V \backslash E$. We give theoretical analysis to prune candidate edges as follows.

Let us consider one simplest case for $b=1$, i.e., inserting an edge $e_{0} \notin E$ into $G$. According to the rules of $k$-truss maintenance over dynamic graphs [19], the trussness of any possible edge increases at most by one for an edge insertion. Thus, only the edges with trussness $k-1$, have chances to appear in the enlarged $k$-truss $T_{k}^{*}$. We give a new definition of $(k-1)$-light as follows.

Definition $3((k-1)$-Light). A $(k-1)$-light is an induced subgraph of $G$ by all edges $e$ with $\tau(e)=k-1$, denoted by $L_{k-1}$.

Thus, for a $(k-1)$-light edge $(u, v)$, we identify an candidate edge surrounding the $(k-1)$-light edge to form a new triangle $\Delta_{u v w}$, which may increase the support of $(u, v)$ and enlarge $k$-truss by creating $k$-truss newcomers. However, not all newly formed triangles are likely to be valid.

Definition 4 (Triangle Weight). The weight of a triangle $\Delta_{u v w}$ is defined as the minimum trussness of three edges as $\min \{\tau((u, v))$, $\tau((u, w)), \tau((v, w))\}$. A triangle with weight $k$ is also called a $k$-level triangle. Obviously, a $k$-level triangle can exist in $k$-truss. We denote the $k$-level triangles containing e by $\Delta_{e}^{k}$, and the cardinality of $\Delta_{e}^{k}$ by $\left|\Delta_{e}^{k}\right|$.

```
Algorithm 1 Per-Edge Insertion Greedy Algorithm
Input: \(G=(V, E)\), truss value \(k\), budget \(b\)
Output: A set \(E_{\Delta}\) of newly inserted edges
    Initialization: \(E_{\Delta} \leftarrow \emptyset\);
    Find the candidate edges \(C\) using Algorithm 2;
    while \(\left|E_{\Delta}\right|<b\) do
        for each edge \(e \in C\) do
            Compute \(k\)-truss newcomers: \(\mathrm{f}(\{e\}, k) \leftarrow\left|T_{k}^{*}\right|-\left|T_{k}\right| ;\)
        \(e^{*} \leftarrow \arg \max \mathrm{f}(\{e\}, k) ;\)
                \(e \in C\)
        \(E_{\Delta} \leftarrow E_{\Delta} \cup\left\{e^{*}\right\} ;\)
        \(C \leftarrow C \backslash\left\{e^{*}\right\} ;\)
        Update graph \(G\) by adding the edge \(e^{*}\) into \(G\);
    return \(E_{\Delta}\);
```

Only the newly formed triangles with a weight of $k-1$ may contribute to the newcomers. To evaluate goodness of candidate edges, we give a useful definition of candidate weight.

Definition 5 (Candidate Weight). For a candidate edge $e=$ $(u, v) \notin E$, the candidate weight of $e$ is defined as $\lambda(e)=\mid\{w \in$ $N(u) \cap N(v): \min \{\tau((u, w)), \tau((v, w))\} \geq k-1\} \mid$.

Actually, we can find that only candidate edges $e_{0}$ with $\lambda\left(e_{0}\right) \geq$ $k-2$ are feasible to contribute $k$-truss newcomers, which is motivated by the $k$-truss maintenance rules [19]. In other words, those candidate edges $e_{0}$ with $\lambda\left(e_{0}\right)<k-2$ cannot appear in $k$-truss after one edge insertion. As a result, we have

Theorem 3. The feasible candidate set for an edge insertion is $C=\{e \in V \times V \backslash E: \lambda(e) \geq k-2\}$, which can form $(k-1)$-level triangles with other edges $e^{\prime} \in L_{k-1}$.

### 5.2 Per-Edge Insertion Greedy Algorithm

We present a greedy algorithm Baseline for $k$-truss maximization by per-edge insertions, which is outlined in Algorithm 1. The general idea of Algorithm 1 is to insert one edge $e^{*} \in C$ with the largest $\mathrm{f}\left(\left\{e^{*}\right\}, k\right)$ into $G$, until all $b$ budgets of edge insertions are used up. Specifically, the algorithm initializes $E_{\Delta}$ as an empty set and finds all candidate edges $C$ by invoking a procedure of Find-Candidates in Algorithm 2. Next, it iteratively computes the newcomers for each edge and adds one into $E_{\Delta}$ until $\left|E_{\Delta}\right|=b$ (lines 3-9). At each iteration, it computes the $k$-truss newcomers $\mathrm{f}(\{e\}, k)$ for each edge $e \in C$, which simulates an edge insertion of $e$ into the current graph $G$ and calculates the number of new edges in $k$-truss [19] (lines 4-5). Then, for the best candidate edge $e^{*}$ with the largest newcomer contribution, it adds $e^{*}$ into answer $E_{\Delta}$ and graph $G$, and removes $e^{*}$ from candidates $C$ (lines 6-7).
Candidate identification. The procedure of finding all candidate edges is described in Algorithm 2. Specifically, the algorithm identifies the feasible candidates $C$ as the edges $e \notin E$ with weight $\lambda(e) \geq$ $k-2$ by Theorem 3. For each $(k-1)$-light edge $e=(u, v) \in L_{k-1}$, it checks the candidate feasibility of two possible edges $(w, v)$ for $w \in N(u)$ and $(w, u)$ for $w \in N(v)$, respectively (lines 2-8). Following the rule that forming a new triangle $\Delta_{u v w}$ with weight $k-1$, it adds one possible edge $e=(w, v)$ into $C$ when the other two edges ( $w, u$ ) and ( $u, v$ ) have trussness no less than $k-1$ (lines 3-5). Similar

```
Algorithm 2 Find-Candidates
    Input: Graph \(G(V, E)\), truss value \(k\)
    Output: Candidate edge set \(C\)
    Initialization: \(C \leftarrow \emptyset\);
    for each edge \(e=(u, v) \in L_{k-1}\) do
        for each \(w \in N(u)\) do
            if \(\tau((w, u)) \geq k-1\) and \((w, v) \notin E \cup C\) then
                \(C \leftarrow C \cup\{(w, v)\} ;\)
        for each \(w \in N(v)\) do
            if \(\tau((w, v)) \geq k-1\) and \((w, u) \notin E \cup C\) then
                \(C \leftarrow C \cup\{(w, u)\} ;\)
    for each edge \(e=(u, v) \in C\) do
        Compute the candidate weight \(\lambda(e)\) by Def. 5 ;
        if \(\lambda(e)<k-2\) then
            \(C \leftarrow C \backslash\{(u, v)\} ;\)
    return \(C\);
```

checking are done for edges $e=(w, u)$ for $w \in N(v)$. Next, the algorithm further deletes from $C$ the disqualified candidate edges $e$ with $\lambda(e)<k-2$ (lines 9-12).

Example 2. Consider the graph $G$ in Figure $1, k=4$, and $b=2$. Algorithm 1 first selects the edge $\left(v_{3}, v_{4}\right)$ with the largest newcomers of 10 and then the edge $\left(v_{8}, v_{10}\right)$ with 6 newcomers. Finally, two inserted edges are $E_{\Delta}=\left\{\left(v_{3}, v_{4}\right),\left(v_{8}, v_{10}\right)\right\}$, and $f\left(E_{\Delta}, 4\right)=16$.

Complexity analysis. We analyze the time and space complexity of Algorithm 1. Let be the number of candidate edges as $c=|C|$. Moreover, we assume that $n \leq m+1$, w.l.o.g., by considering that the graph $G$ is connected [41].
Theorem 4. Algorithm 1 takes $O\left(b c m^{1.5}\right)$ time in $O(m)$ space.
Proof. Algorithm 1 takes $O\left(m^{1.5}\right)$ time to find all candidate edges, which invokes the triangle listing in Algorithm 2 (line 2). For each edge insertion, we simulate the insertion of all candidate edges and compute the gain of $k$-truss newcomers in $O\left(\mathrm{~cm}^{1.5}\right)$ (lines 4-5). Overall, Algorithm 1 takes $O\left(b c m^{1.5}\right)$ time for $b$ new edge insertions. As we do not store all the candidate edges, the space complexity is optimized to $O(m+n)=O(m)$.

### 5.3 Candidate Pruning Optimizations

Algorithm 1 suffers from inefficiency, due to the time-consuming step of calculating the $k$-truss newcomers for all candidate edges $e \in$ $C$ (line 5 of Algorithm 1). We introduce an optimization technique to further prune the candidate set. We call the new method in Algorithm 1 equipped with the following pruning strategy, as the Greedy Truss Maximization (GTM).
Candidate edges reduction. We reduce the size of candidate edges $C$ as follows. Recall that the truss decomposition [41] iteratively removes an edge with the support less than $k-2$ to find the $k$-truss. Some edges in $(k-1)$-light have no less than $k-2$ triangles at the beginning, but are finally removed from $k$-truss, due to a collapse by other edges $e$ with $\left|\Delta_{e}^{k-1}\right|<k-2$. Since the edges in $(k-1)$-light satisfy $\left|\Delta_{e}^{k-1}\right| \geq k-3$, the edges $e$ leading the collapse can be denoted by $\left|\Delta_{e}^{k-1}\right|=k-3$. In other words, we

Table 1: An example of stable edges and unstable edges in $(k-1)$-light of graph $G$ in Figure 1. Here, $k=4$.

| Edge type | Included edges |
| :---: | :---: |
| Stable edge | $\left(v_{1}, v_{2}\right),\left(v_{9}, v_{11}\right),\left(v_{8}, v_{9}\right),\left(v_{8}, v_{12}\right)$ |
|  | $\left(v_{1}, v_{3}\right),\left(v_{2}, v_{3}\right),\left(v_{1}, v_{4}\right),\left(v_{2}, v_{4}\right),\left(v_{3}, v_{5}\right)$ |
| Unstable edge | $\left(v_{3}, v_{6}\right),\left(v_{4}, v_{5}\right),\left(v_{4}, v_{6}\right),\left(v_{6}, v_{12}\right)$ |
|  | $\left(v_{8}, v_{11}\right),\left(v_{10}, v_{11}\right),\left(v_{9}, v_{12}\right)\left(v_{9}, v_{10}\right)$ |

can partition the edges of $(k-1)$-light into two categories: stable edges and unstable edges. Specifically, we have

- stable edges $E_{s}=\left\{e \in L_{k-1}:\left|\Delta_{e}^{k-1}\right| \geq k-2\right\}$ and
- unstable edges $E_{u}=\left\{e \in L_{k-1}:\left|\Delta_{e}^{k-1}\right|=k-3\right\}$.

For a stable edge $e \in E_{S}$, it already gets an enough triangle support to be contained in $k$-truss. For a unstable edge $e \in E_{u}$, it must need at least one new valid triangle to increase the edge support, which is able to join the final enlarged $k$-truss. Thus, the unstable edges are essentially important for $k$-truss maximization. In this way, one edge is qualified to become a candidate edge as long as it can form a $(k-1)$-level triangle with unstable edges of ( $k-1$ )-light. Thus, we prune from $C$ those edges that cannot form ( $k-1$ )-level triangles with unstable edges.

Example 3. Suppose that we want to enlarge the 4-truss of the graph in Figure 1. The edge $\left(v_{8}, v_{9}\right)$ is a stable edge in 3-truss with $\left|\Delta_{\left(v_{8}, v_{9}\right)}^{3}\right|=\left|\left\{\Delta_{v_{8} v_{9} v_{11}}, \Delta_{\left.v_{8} v_{9} v_{12}\right\}}\right\}\right|=2 \geq 2$, however the edge $\left(v_{9}, v_{10}\right)$ is unstable with $\left|\Delta_{\left(v_{9}, v_{10}\right)}^{3}\right|=\left|\left\{\Delta_{v_{9} v_{10} v_{11}}\right\}\right|=1<2$. Specifically, we list all the stable edges and unstable edges in Table 1.

## 6 A COMPONENT-BASED APPROACH

In this section, we propose a component-based approach for $k$ truss maximization called CBTM, which improves the quality and efficiency of per-edge insertion method in Algorithm 1.

### 6.1 Solution Overview

We identify two limitations of Algorithm 1 as follows. First, it costs expensive to check and calculate newcomers for each candidate edge. Moreover, the size of candidate edges is enormous in a large sparse graph. Another limitation is that Algorithm 1 cannot consider to insert multiple edges simultaneously. The addition of the first candidate edge may make no difference on newcomer increment, but the addition of a few more candidate edges may brings lots of newcomer increment significantly. For example, consider the graph $G$ in Figure 1(a). The number of newcomers is 0 by inserting an edge ( $v_{1}, v_{5}$ ) into $G$. However, when we add two edges ( $v_{1}, v_{5}$ ) and $\left(v_{2}, v_{6}\right)$ at the same time, the number of newcomers is 11 . This motivates us to improve the idea of edge insertions and design an improved algorithm of CBTM below.
An overview of CBTM. The general idea of CBTM is to convert the critical edges located in $(k-1)$-light and avoid the expensive computation of newcomers for each candidate edge. The whole algorithm consists of three key steps:
(1) $(k-1)$-light partition: This step partitions the subgraph of ( $k-1$ )-light into several components and imposes an edge


Figure 4: The split components of graph $G$ in Figure 1
connectivity constraint to improve the independence of the partition.
(2) Component-based $k$-truss estimation: This step explores the strategy to convert each component to a $k$-truss. Due to the high connectivity of $k$-truss and multiple insertions, we make an estimation of newcomers for each component. We propose efficient insertion strategies that consume a small budget to complete the conversion.
(3) Dynamic programming based edges selection: Based on the above exploration of insertion strategy, we obtain solutions for each component. This step selects the ( $k-1$ )-light components for edge insertions. We use the dynamic programming optimizations to maximize the total number of newcomers by inserting candidate edges into ( $k-1$ )-light components. Finally, we compute the precise newcomers for the selected candidate edges.

### 6.2 Three Key Steps

Partition $(k-1)$-light into components. It is observed that candidate edges may fall in the same local neighborhood of $G$ and lead to the same newcomers. For example, $\left(v_{5}, v_{12}\right)$ and $\left(v_{7}, v_{12}\right)$ bring the same result of newcomers in Figure 1, i.e., $f\left(\left\{\left(v_{5}, v_{12}\right)\right\}, 4\right)=$ $\mathrm{f}\left(\left\{\left(v_{7}, v_{12}\right)\right\}, 4\right)=\left\{\left(v_{6}, v_{12}\right),\left(v_{8}, v_{12}\right)\right\}$. Recall that the process of computing newcomers of a given candidate edge $e$ is to traverse the edges from $e$ based on the ( $k-1$ )-level triangle connectivity [19]. Obviously, the visited edges can compose a connected component. The unvisited edges can not be affected by the candidate edges. The trussness of all the visited edges is no less than $k-1$. Thus, the component can be seen as a partition of the ( $k-1$ )-truss.

Based on this observation, we decompose ( $k-1$ )-light $L_{k-1}$ into multiple components as $\mathcal{P}\left(L_{k-1}\right)=\left\{\mathcal{G}_{1}, \ldots, \mathcal{G}_{h}\right\}$ where $\bigcup_{i=1}^{h} \mathcal{G}_{i}=$ $L_{k-1}$. The partition rule requires that any two edges should belong to the same triangle or can be reachable from each other through a series of adjacent $(k-1)$-level triangles in the $(k-1)$-light component. The essential advantage of the proposed partition rule is that even if one component $\mathcal{G}_{i}$ fails to form a new $k$-truss by candidate edges, it does not affect other components $\mathcal{G}_{j} \in \mathcal{P}\left(L_{k-1}\right)$. Algorithm 3 depicts the procedure of $(k-1)$-light partition. The graph $G$ in Figure 1 can be split into three components as shown in Figure 4.
Component-based $k$-truss estimation. We have identified the keys of a collapse in $T_{k-1}$ when computing $k$-truss in Section 5.3, i.e, the unstable edges. Compared with the stable edges, they only lack one ( $k-1$ )-level triangle support.

The general idea is to record the unstable edges that belong to the same triangle with the candidate edges. After that, we recursively choose the best candidate edge to convert the most unstable edges in the component until all the unstable edges have a new triangle with

```
Algorithm 3 ( \(k-1\) )-Light Partition
Input: \((k-1)\)-light \(L_{k-1}\).
Output: the split components \(\mathcal{P}\left(L_{k-1}\right)=\left\{\mathcal{G}_{1}, \ldots, \mathcal{G}_{h}\right\}\) of \(L_{k-1}\).
    Initialization: \(h \leftarrow 0\), Queue \(Q \leftarrow \emptyset\);
    Mark all edges in \(L_{k-1}\) as unvisited;
    for edge \(e=(u, v) \in L_{k-1}\) and \(e\) is unvisited do
        \(h \leftarrow h+1 ; \mathcal{G}_{h} \leftarrow \emptyset ;\)
        \(Q \leftarrow Q \cup\{(u, v)\} ;\)
        while \(Q \neq \emptyset\) do
                \(e=(u, v) \leftarrow Q \cdot p o p() ;\)
                for each \(w \in N(u) \cap N(v)\) do
                if \(\tau((w, u)) \geq k-1\) and \(\tau((w, v)) \geq k-1\) then
                    if \(\tau((w, u))=k-1\) then
                        \(\mathcal{G}_{h} \leftarrow \mathcal{G}_{h} \cup\{(w, u)\} ;\)
                mark ( \(w, u\) ) as visited;
                \(Q \leftarrow Q \cup\{(w, u)\} ;\)
                    if \(\tau((w, v))=k-1\) then
                        \(\mathcal{G}_{h} \leftarrow \mathcal{G}_{h} \cup\{(w, v)\} ;\)
                        mark ( \(w, v\) ) as visited;
                \(Q \leftarrow Q \cup\{(w, v)\} ;\)
        \(\mathcal{P}\left(L_{k-1}\right) \leftarrow \mathcal{P}\left(L_{k-1}\right) \cup \mathcal{G}_{h} ;\)
    return \(\mathcal{P}\left(L_{k-1}\right)=\left\{\mathcal{G}_{1}, \ldots, \mathcal{G}_{h}\right\}\);
```

weight $k-1$. Note that other edges whose trussness are less than $k-1$ may also become newcomers under multiple insertions. Thus, We make an estimation of $k$-truss maximization in each component $\mathcal{G}_{i} \in \mathcal{P}\left(L_{k-1}\right)$.

Algorithm 4 outlines the details of $k$-truss estimation in a component $\mathcal{G}_{i}$. The algorithm first collects $E_{u}$ of unstable edges in $\mathcal{G}_{i}$ (line 2). For a unstable edge $e \in E_{u}$, if there is a candidate edge that can form a $(k-1)$-level triangle with $e$, it can convert $e$ to a stable edge. Similar with Algorithm 2, we find candidate edges $C_{i}$, and additionally use an hash table $P(e)$ for $e \in C_{i}$ to keep records of those unstable edge that can be converted into stable edge by $e$ (line 3). For example in Figure 4, we have $P\left(v_{8}, v_{10}\right)=$ $\left\{\left(v_{8}, v_{11}\right),\left(v_{9}, v_{10}\right),\left(v_{10}, v_{11}\right)\right\}, P\left(v_{11}, v_{12}\right)=\left\{\left(v_{8}, v_{11}\right),\left(v_{9}, v_{12}\right)\right\}$ for component $\mathcal{G}_{3}$.

However, due to the candidate weight constraint and the graph topology, it may be not possible to insert candidate edges in any graph location. In other words, unstable edges may be not fully converted into stable edges in some components (lines 6-8). They lead to a cascade of support decrease, thus the selected candidate edges for this component are wasted. To address this issue, we have a pruning strategy to refine $\mathcal{G}_{i}$ into a smaller component (line 7). Specifically, we invoke a peeling procedure to keep removing from $\mathcal{G}_{i}$ those unstable edges $E_{u}$, which cannot be converted. After that, we recalculate the unstable edges in the refined component. The removed edges may lead to a $k$-truss collapse and generate some new unstable edges. Then we find new candidate edges to convert. The above process can be recursively invoked until we convert all the unstable edges in the refined component as $E_{u}=\emptyset$. Note that if one component $\mathcal{G}_{i}$ cannot convert all the unstable edges into $k$-truss or the size of $\mathcal{S}_{i}$ is larger than $b$, we return the empty result (line 12). Finally, the algorithm returns the selected candidate edges $\mathcal{S}_{i}$ and the corresponding newcomers $\mathcal{N}_{i}$ in $\mathcal{G}_{i}$ (line 14).

```
Algorithm 4 Component-based Truss Estimation
    Input: A component \(\mathcal{G}_{i}\).
    Output: \(\mathcal{S}_{i}\) : the selected candidate edges in \(\mathcal{G}_{i}, \mathcal{N}_{i}\) : the estimated
        newcomers for \(\mathcal{S}_{i}\) in \(\mathcal{G}_{i}\).
        Initialization: \(C_{i} \leftarrow \emptyset, \mathcal{S}_{i} \leftarrow \emptyset, \mathcal{N}_{i} \leftarrow \emptyset\);
        \(E_{u} \leftarrow\) Compute all the unstable edges of \(\mathcal{G}_{i}\);
    \(C_{i} \leftarrow\) Compute candidate edges for \(E_{u}\) using a variant of Algo-
        rithm 2 by keeping records of \(P(e)\) for \(e \in C_{i}\);
    while \(E_{u} \neq \emptyset\) do
        \(e^{*} \leftarrow \arg \max |P(e)| ;\)
                \(e \in C_{i}\)
        if \(P\left(e^{*}\right)=\emptyset\) then
            Remove the unstable edges \(E_{u}\) from \(\mathcal{G}_{i}\);
            goto line 1 of this algorithm;
        \(\mathcal{S}_{i} \leftarrow \mathcal{S}_{i} \cup\left\{e^{*}\right\}, C_{i} \leftarrow \mathcal{C}_{i} \backslash\left\{e^{*}\right\} ;\)
        \(E_{u} \leftarrow E_{u} \backslash P\left(e^{*}\right) ;\)
        \(P(e) \leftarrow P(e) \backslash P\left(e^{*}\right), \forall e \in C_{i} ;\)
        if \(\left|\mathcal{S}_{i}\right|>b\) then return \(\emptyset\);
    \(\mathcal{N}_{i} \leftarrow \mathcal{G}_{i} \cup \mathcal{S}_{i} ;\)
    return \(\left\{\left(\mathcal{S}_{i}, \mathcal{N}_{i}\right)\right\}\);
```

Example 4. For the component $\mathcal{G}_{3}$ in Figure 4, we first find the candidate edges and create the hash table to maintain the unstable edges that the candidate edges can convert. The hashtable after initialization is shown on the left of Figure 5. According to the Algorithm 4, it first collects the candidate edge ( $v_{8}, v_{10}$ ) into $\mathcal{S}_{3}$ since it can convert the most unstable edges. Next, it updates the hashtable by removing the unstable edges that have been converted by $\left(v_{8}, v_{10}\right)$. The candidate edge chosen in the second iteration is $\left(v_{6}, v_{9}\right)$. There are no remaining unstable edges after the selection of the above two candidate edges. Thus, the whole edges in the component as well as the selected candidate edges are the newcomers. Finally, the algorithm returns the conversion solution of this component.

Dynamic programming based budget assignment. Based on the estimation of the selected candidates and newcomers in all components of $L_{k-1}$, we are going to distribute $b$ budget of edge insertions for different components to maximize the total newcomers. The objective function of our candidate assignment is formulated as maximizing $\sum_{j=1}^{h}\left|\mathcal{N}_{j}\right| x_{j}$, where the variables $x_{j} \in\{0,1\}$ for $j \in[1, h]$ and $\sum_{j=1}^{h}\left|\mathcal{S}_{j}\right| x_{j} \leq b$. For a component $\mathcal{G}_{i}, x_{i}=1$ indicates that it selects the $\mathcal{S}_{i}$ candidate edges for insertions, which costs a budget of $\left|\mathcal{S}_{i}\right|$ and achieves a gain of $\left|\mathcal{N}_{i}\right| k$-truss newcomers; otherwise, it takes the zero budget and zero gain for $x_{i}=0$. We adopt a similar dynamic programming solution with the $0-1$ knapsack problem [16], but our problem is more challenging due to the dependent property of candidate edges. For example, consider the two components $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ in Figure 4 . The edge $\left(v_{3}, v_{4}\right)$ belongs to a candidate edge of $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ simultaneously. Thus, we need to ensure the edge $\left(v_{3}, v_{4}\right)$ that costs one budget of edge insertions.


Figure 5: An example of the component-based $k$-truss estimation.

```
Algorithm 5 CBTM
Input: Graph \(G(V, E)\), truss value \(k\), budget \(b\)
Output: a set \(E_{\Delta}\) of newly inserted edges
    \(L_{k-1} \leftarrow\) the subgraph of G induced by \((k-1)\)-light;
    Initialization: \(\left|E_{\Delta}\right| \leftarrow \emptyset\);
    Apply Algorithm 3 to partition \(L_{k-1}\) into multiple components
    \(\mathcal{P}\left(L_{k-1}\right)=\left\{\mathcal{G}_{1}, \ldots, \mathcal{G}_{h}\right\}\) by \((k-1)\)-level triangle adjacency;
    for each component \(\mathcal{G}_{i} \in \mathcal{P}\left(L_{k-1}\right)\) do
        Apply Algorithm 4 on component \(\mathcal{G}_{i}\);
    \(x \leftarrow\left|\mathcal{P}\left(L_{k-1}\right)\right|, y \leftarrow b-\left|E_{\Delta}\right| ;\)
    \(f(i, j) \leftarrow 0\) for all \(0 \leq i \leq x, 0 \leq j \leq y ;\)
    for \(i \leftarrow 1\) to \(x\) do
        for \(j \leftarrow 1\) to \(y\) do
            if \(j<\left|\mathcal{S}_{i}\right|\) then
                \(f(i, j)=f(i-1, j)\);
            else
                    \(f(i, j)=\max \left(f(i-1, j), f\left(i-1, j-\left|\mathcal{S}_{i}\right|\right)+\left|\mathcal{N}_{i}\right|\right)\);
    \(x_{i} \leftarrow 1, \mathcal{P}\left(L_{k-1}\right) \leftarrow \mathcal{P}\left(L_{k-1}\right) \backslash \mathcal{G}_{i}\), if component \(\mathcal{G}_{i}\) is chosen;
    \(E_{\Delta} \leftarrow \cup \mathcal{S}_{i}\), where \(x_{i}=1\) for \(i \in[1, h]\);
    if there are duplicate edges in \(E_{\Delta}\) then
        Remove duplicate edges and goto line 6 of this algorithm;;
    Compute the \(k\)-truss newcomers: \(f\left(E_{\Delta}, k\right) \leftarrow\left|T_{k}^{*}\right|-\left|T_{k}\right|\);
    return \(E_{\Delta}\);
```


### 6.3 CBTM Algorithm

Integrating with all the above techniques, the CBTM algorithm is presented in Algorithm 5. The algorithm first partitions the $(k-1)$ light $L_{k-1}$ into multiple components $\mathcal{P}\left(L_{k-1}\right)=\left\{\mathcal{G}_{1}, \ldots, \mathcal{G}_{h}\right\}$ (lines $1-3)$. It then applies Algorithm 4 to effectively select candidate edges and give estimation of newcomers on each component $\mathcal{G}_{i} \in$ $\mathcal{P}\left(L_{k-1}\right)$ (lines 4-5). Next, the algorithm applies a variant of 0 1 knapsack dynamic programming technique [16] to tackle our optimization function (lines 6-17). Finally, the algorithm returns the answer of $\left|E_{\Delta}\right|$ and corresponding the $k$-truss newcomers of $\mathrm{f}\left(E_{\Delta}, k\right)$ (lines 18-19).

## 7 EXPETRIMENT

In this section, we conduct experiments to evaluate the effectiveness and efficiency of our proposed algorithms.
Datasets. We use nine real-world graph datasets. Syracuse56 is from [34], and the others are from SNAP [28]. Table 2 reports the network statistics of all graph datasets, listed in increasing order of their edge numbers.
Compared Algorithms. To our best knowledge, there is no existing studies for the $k$-truss maximization problem. We compare our proposed algorithms with one baseline method RD below. Besides RD, we also test other edge insertion methods, e.g., inserting the


Figure 6: Quality evaluation by varying $b$.
edges to form triangles with the edges whose trussness less than $k-1$ or connecting vertices with high degree. However, these methods have poor quality performance with only a few newcomers. This result also shows that identifying high-quality candidate edges is a very critical step in the $k$-truss maximization problem. Thus, we implement and compare four algorithms as follows:

- RD: a method selects $b$ edges from $C$ randomly.
- BL: the per-edge insertion greedy method in Algorithm 1.
- GTM: an improved method of Algorithm 1 using candidate pruning optimizations in Section 5.3.
- CBTM: our component-based method in Algorithm 5.

To evaluate the effectiveness, we use two metrics as the number of candidate edges and $k$-truss newcomers. We compare the algorithm efficiency in terms of running time (in seconds). By default, we set $k=20$ for the first five small graphs, and $k=40$ for the last four large graphs. We set the budget $b=200$. We treat the running time as infinite if the algorithm runs exceeding 48 hours.
Exp-1: Evaluation of different algorithms on all datasets. Table 2 reports the effectiveness and efficiency results of different algorithms on all datasets. Our method CBTM outperforms all the other algorithms on all datasets by achieving the smallest candidate edges and the highest newcomers using the least running time. This reflects the superiority of $(k-1)$-light partition and dynamic programming techniques of candidate assignments by CBTM. The worse performance of GTM may be caused by only inserting one edge at a time for calculation of newcomers, which is equivalent to only converting the unstable edges within one-hop neighborhood of the candidate, and the remaining unstable edges will cause collapse and bring negative effects. Moreover, GTM and BL achieve the competitive results of $k$-truss newcomers in contrast to CBTM, as all algorithms attempt to convert the same edge pool of $L_{k-1}$ to $k$-truss. The effectiveness of RD is also competitive, indicating that the candidate edges we located by Algorithm 2 are very effective. In addition, CBTM and GTM have the same number of candidates, which is much less than the candidate edges of BL, thanks to our pruning techniques.
Exp-2: Effectiveness evaluation by varying budget $b$. We vary the budget $b$ to evaluate the effectiveness of all algorithms. Figure 6 reports the results of newcomers on two graphs with $k=45$ and the increased budget $b$, all methods achieve an improved result of

Table 2: Network statistics of nine graph datasets. $\left|\mathcal{P}\left(L_{k-1}\right)\right|$ is the number of the components. We report the number of the candidate edges, newcomers and the running time of the proposed algorithms.

| Dataset |  | $\|E\|$ | $k_{\text {max }}$ | $\left\|\mathcal{P}\left(L_{k-1}\right)\right\|$ | Candidate edges |  | Newcomers |  |  |  | Running time(s) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | BL | GTM/CBTM | RD | BL | GTM | CBTM | BL | GTM | CBTM |
| Facebook | 4,039 | 88,234 | 97 | 100 | 23,837 | 10,898 | 647 | 1,169 | 1,169 | 1,845 | 1,304 | 549 | 6 |
| Enron | 36,692 | 183,831 | 22 | 9 | 22,105 | 7,898 | 1,765 | 2,832 | 2,667 | 3,858 | 16,621 | 8,339 | 45 |
| Brightkite | 58,228 | 214,078 | 43 | 55 | 12,648 | 5,794 | 645 | 902 | 878 | 989 | 279 | 100 | 15 |
| Syracuse56 | 13,654 | 543,982 | 59 | 354 | 273,786 | 81,287 | 1,277 | - | 7,241 | 7,261 | - | 97,702 | 164 |
| Gowalla | 196,591 | 950,327 | 29 | 110 | 46,850 | 22,397 | 1,633 | 3,881 | 3,819 | 4,439 | 135,970 | 75,757 | 183 |
| Twitter | 81,306 | 1,768,149 | 82 | 82 | 1,533,582 | 587,476 | 2,102 | - | 4,233 | 6,986 | - | 30,502 | 312 |
| Stanford | 281,903 | 2,312,497 | 62 | 655 | 135,088 | 102,164 | 3,186 | 4,026 | 4,021 | 4,200 | 10,080 | 2,993 | 133 |
| wiki-Talk | 2,394,385 | 5,021,410 | 53 | 115 | 173,865 | 97,062 | 1,412 | - | - | 5,400 | - | - | 1,402 |
| LiveJournal | 3,997,962 | 34,681,189 | 352 | 433 | 94,022 | 65,730 | 1,369 | - | 12,969 | 16,393 | - | 15,829 | 748 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |

Figure 7: Efficiency evaluation by varying $b$.


Figure 8: Quality and efficiency evaluation by varying $k$.
$k$-truss newcomers generally. CBTM wins the most cases among all methods. The increasing budget $b$ has a bottleneck when it is large enough, the number of newcomers does not increase significantly. This is because the edges in $L_{k-1}$ in the graph have basically been updated to $k$-truss. GTM and BL have similar performance on newcomers, because GTM's techniques mainly aimed at accelerating the efficiency.
Exp-3: Efficiency evaluation by varying $b$. We evaluate the efficiency of three algorithms BL, GTM, and CBTM by varying $b$. We set $k=45$ and $k=10$ on Twitter and Brightkite, respectively. The results of running time are shown in Figure 7. CBTM runs much faster than BL and GTM. Moreover, CBTM is scalable well with the increased $b$, which achieves the stable performance of running time. This is because CBTM avoids the expensive computation of newcomers for each candidate edge. On the other hand, GTM runs faster than BL, which validates the effectiveness of the pruning optimizations in Section 5.3.
Exp-4: Effectiveness and efficiency evaluation by varying $k$. We vary parameter $k$ to evaluate the the proposed algorithms with $b=100$. The results of newcomers and running time are shown in Figure 8(a) and 8(b), respectively. Once again, CBTM achieves the best performance, and RD performs in worst. We can see that as $k$ increases, the number of newcomers by GTM and CBTM generally has a decreasing trend in Figure 8(a). This is because there are fewer edges in $(k-1)$-light with a larger $k$, in which the size of

Figure 9: A case study of truss maximization on a flight network. Here, $k=26$ and $b=5$.
$L_{k-1}$ directly determines the upper bound of newcomers for a small number $b$. Also, CBTM is the fastest method under different $k$ in Figure 8(b).
Exp-5: Case study on flight networks. We construct a flight network from an openflights dataset. ${ }^{1}$ A vertex represents an airport. An edge is added between two airports if there is at least one airline between them. We apply CBTM on this flight network to enlarge $k$ truss by adding a few new edges to increase the route connectivity. Here, we set $k$ as the largest trussness $k=26$ and the budget $b=5$. The origin $k$-truss $T_{k}$ is shown in Figure 9(a). CBTM inserts a set of new edges $E_{\Delta}=\{(\mathrm{YYZ}, \mathrm{AUS}),(\mathrm{BRU}, \mathrm{LED}),(\mathrm{MAN}, \mathrm{SVO}),(\mathrm{NCE}$, MXP), (CVG, SEA) $\}$ in red, and returns a much larger $k$-truss $T_{k}^{*}$ with 692 newcomers marked in blue, as shown in Figure 9(b). The abbreviation denotes a 3-letter (IATA) code of airport, e.g., MAN denotes the Manchester Airport in England. ${ }^{2}$

## 8 CONCLUSION

In this paper, we formulate and study the budget-constrained $k$ truss maximization problem, which finds $b$ new edges to be inserted into a graph for enlarging $k$-truss as large as possible. Due to its problem NP-hardness, we first propose a greedy algorithm and further improve the efficiency by pruning optimizations. Furthermore, we propose a component-based dynamic programming algorithm to effectively use a budget of $b$ new edges in a balanced way. Extensive experimental results on large networks validate the effectiveness and efficiency of our proposed algorithms.
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