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Abstract—Incivility detection is an important task to identify
offensive language on online social media platforms. Sentiment
analysis is an essential task of natural language processing to
identify the emotions of given sentences. In this demonstration,
we propose an online processing system, called Oasis, to perform
incivility detection and sentiment prediction for short texts (e.g.,
tweets). Oasis offers several useful features including the CNN-
LSTM classification models, incivility detection and sentiment
analysis for real-time tweets and user-interested queries, and
personalized search of trending topics in Twitter.

I. INTRODUCTION

Online social media platforms (e.g., Twitter, Facebook,
Instagram, and Yelp) are popular for users to express opinions
and share their daily life [1], [2]. Lots of such online posts are
presented in the form of short texts, which have obvious indi-
cations of emotions and attitudes. Online short texts affect on
individuals, business, culture, and even politics of society. For
instance, individuals can make their own judgments towards
emerging events; companies can gather product reviews to
formulate the right marketing strategies and improve customer
satisfaction. Meanwhile, online incivility frequently happens
on social media in various kinds of ways, e.g., offensive
language, profanity, cyberbullying, flaming, trolling, and even
the more subtle sarcasm [3], [4], [5]. Curbing incivility while
still allowing for free flow information in online communities,
not only concerns the interest of individual citizens, but also
matters to corporations and governments. To achieve this goal,
an essential task is incivility detection, which may contribute
to the development of cost-effective long-term solutions to
online uncivil behavior. In addition, sentiment analysis [1],
[6] is also useful to extract features for detecting offensive
content, e.g., specific emotions of anger and sadness were used
to identify victims.

In this demonstration, we present an Online Analytic
System for Incivility detection and Sentiment classification
(Oasis). We modify deep learning models for incivility de-
tection and sentiment classification in Oasis. Many existing
profanity processing systems utilize a pre-defined list of hostile
words or patterns, and apply a simple match-and-replace
method [7]. However, a simple match-and-replace method
would likely rule out inoffensive words. Thus, one significant
challenge is how to develop an effective prediction model to
classify incivility. Moreover, there exists a huge amount of
online user-generated contents to be processed efficiently. To

address these challenges, Oasis develops efficient classifica-
tion models for real-time incivility and sentiment analytics,
which are based on deep learning techniques of Convolutional
Neural Network (CNN) [8], [9] and Long Short-Term Memory
(LSTM) [10], [11]. Our CNN-LSTM classification models are
trained by three datasets of tweets with ground-truth offen-
sive and sentiment labels. Our classification models achieve
appreciable results via cross-validation testing.
Oasis exhibits three useful functions as follows. (1) Real-

time incivility detection and sentiment analysis for emerging
tweets are presented with intuitive emotional results; (2) Oasis
provides a user-friendly interface for users to input a query
sentence for online sentiment and incivility analysis. (3) It
offers users with the personalized search, exploration, and
visualization of tweets on trending topics.

II. SYSTEM OVERVIEW

Fig. 1 depicts the system architecture of Oasis. Oasis is an
online analytic system for incivility detection and sentiment
classification, which offers user-friendly visual interfaces to
analyze, monitor, and interact with real-time tweets and input
queries. It is formed by one key component of deep learning
models for incivility detection and sentiment classification, and
two modules of input and output.

The classification models are constructed on deep learn-
ing techniques. It consists of three classifiers: one incivility
classifier and two sentiment classifiers. All classifiers are
built upon CNN and LSTM. We train our models on two
kinds of training datasets, which are tweets with ground-
truth sentiments and tweets with offensive/unoffensive labels
respectively. We improve the models through optimizations.

The input module accepts two kinds of input data: real-time
tweets and online queries raised by users. Real-time tweets
are crawled from our following accounts on Twitter via APIs.
Moreover, it allows users to issue their own interested queries
and interact with our system. Oasis can take these data as the
input of incivility and sentiment classification models.

The output module mainly consists of two display compo-
nents: (1) real-time monitoring wall, and (2) user-interactive
wall. Real-time monitoring wall can display the online analysis
results of real-time collected tweets. It consists of several inter-
esting functions. First, the word cloud reflects the important
keywords of the up-to-date popular Twitter topics. Second,
sentiment classifier can predict each tweet into one of five



Fig. 1. System Architecture of Oasis

classes {“happy”, “neutral”, “sad”, “hate”, “anger”}. Third,
our online incivility model detects whether a tweet contains
offensive language or not. It also allows users to overview
many recent tweets related to trending topics in Twitter.
Furthermore, the user-interactive wall shows the sentiment
results of input queries and user interested tweets.

III. MODELS

In this section, we introduce the deep learning methods for
incivility detection and sentiment classification in Oasis.1

A. CNN-LSTM based Classification Models

Oasis adopts deep neural network models for incivility
detection and sentiment classification. It makes use of bidi-
rectional LSTM [11] and CNN [9] techniques. Oasis puts
an emphasis on the order of words in the analyzed texts.
As a useful technique of NLP, bidirectional LSTM preserves
feature information of texts from past (backward) and future
(forward) states simultaneously [11]. Meanwhile, CNN takes
the embedded texts as input and detects patterns of the
expressions using the convolution layers and pooling layers
to match the features with the corresponding classes [9].

The architecture of our training model is presented as
follows. It applies data preprocessing on training texts for
word-to-vector transformation. Then, the embedded sequences
are processed to be the same input for four different modules
simultaneously. Specifically, the first module uses two sub-
modules of LSTM-CNN structure, each of which is consisted
of a LSTM layer, a convolutional layer, and a concatenate
layer; the second module has two submodules of CNN-LSTM
structures; the third module adopts the structure of LSTM with
two LSTM layers; the fourth module adopts the structure of
CNN with two convolutional layers. The products of these
four modules are concatenated via the max pooling layer,
dropout, flatten layer, and dense layers. Finally, our CNN-
LSTM classification model produces the output.

1https://github.com/621Alice/Oasis

B. Data preprocessing

Given an input tweet, the first step of data processing
removes all unnecessary stop words and symbols, such as
hyperlinks, @, and hashtags. The labels are transformed into
binary vectors by one-hot encoding. Next, Keras [12] frame-
work is adopted for text preprocessing and model construction.
A Keras embedding layer provides the word embedding where
words are represented with dense vectors with weights for
deep learning model to learn. We use Keras tokenizer to per-
form text tokenization, and transform texts into word indexes.
The size of word indexes is the input dimension of a Keras
embedding layer. As Keras embedding layer requires each text
with the same length, each tweet is reshaped into padding se-
quences with the length of 40 through post-sequence padding.
To learn word embedding with suitable weights, we use pre-
trained Stanford GloVe vectors of Twitter with 200 dimensions
to build a corresponding embedding matrix [13]. Lastly, the
embedding matrix is used to initialize the weights of the
embedding layer in our model.

C. Optimization

During the construction process of training models, we
adjust some parameters of deep learning networks to achieve
good results for multi-label classification. The loss function of
categorical loss entropy [14] is used for predicting more than
2 class labels. After several rounds of training and testing,
our model achieves good performance by adopting 24 output
filters, the convolution window with the size of 2, and a
dropout rate of 0.2 to prevent overfitting in the dropout layer.
Meanwhile, Oasis applies Adadelta optimizer using a default
learning rate of 1.0, which produces encouraging and robust
results of gradient descent.

D. Sentiment Classification

We apply the CNN-LSTM model framework to build two
multi-label sentiment classifiers. The first one is a 3-label
sentiment classifier. We use a training dataset of 20,939 tweets,
which contains 3 sentiment labels of “love”, “worry”, and
“neutral” [6]. We apply 3-fold cross-validation to evaluate our



label precision recall F1-score support
neutral 0.484 0.439 0.460 3157
happy 0.669 0.716 0.692 5394

sad 0.634 0.679 0.656 5225
hate 0.904 0.677 0.775 1453

anger 0.94 0.714 0.813 377
macro avg / total 0.727 0.645 0.679 15606

TABLE I
ACCURACY PERFORMANCE OF CNN-LSTM MODEL ON THE 5-LABEL

SENTIMENT CLASSIFICATION

label precision recall F1-score support
worry 0.655 0.718 0.685 2765
love 0.679 0.627 0.652 1256

neutral 0.667 0.627 0.646 2889
macro avg / total 0.667 0.658 0.661 6910

TABLE II
ACCURACY PERFORMANCE OF CNN-LSTM MODEL ON THE 3-LABEL

SENTIMENT CLASSIFICATION

training model and report F1-scores of accuracy performance
by scikit-learn [15]. Our model achieves good classification
results with a macro average F1-score of 0.66 shown in
Table II. In addition, we build another multi-label sentiment
classifier using a 5-label sentiment dataset. The training dataset
contains 47,288 tweets with 5 sentiment labels. These labels
include “happy”, “neutral”, “sad”, “hate”, and “anger”. Table I
shows the performance of our training model with a macro
average F1-score of 0.64.

E. Incivility Detection

To identify offensive texts as incivility, we apply the CNN-
LSTM model framework to construct an offensive text clas-
sifier. We use a training dataset of 14,709 tweets [4] to
build our prediction model. We partition all tweets into two
classes: offensive and non-offensive. Offensive tweets are texts
containing offensive language and hate speech, and the others
are non-offensive. Table III reports that our model gets a macro
average F1-score of 0.98.

IV. RELATED SYSTEMS

Oasis is related to sentiment analysis and incivility detec-
tion. Sentiment analysis classifies target texts into different
sentiment classes. Many state-of-the-art models have been
proposed to use machine learning algorithms and deep learning
approaches for different sentiment analysis tasks [1]. Fan et
al. [16] proposed a convolutional memory network with an
attention mechanism to analyze complicated multi-words ex-
pressions in sentences. With useful sentiment signals in textual
terms on social media, unsupervised sentiment analysis model
[17] was proposed to analyze signed social networks. Severyn
et al. [18] proposed a unsupervised neural language model that
tuned the parameter weights of CNN to improve sentiment
analysis. Wang et al. [19] proposed a demonstration system to
analyze sentiment of real-time tweets about the 2012 US pres-
ident election cycle. In addition, online incivility has emerged
to be a big issue on online social networks. Various studies
have been proposed to study online incivility. A bidirectional
LSTM network was proposed for offensive language detection,
categorization and target identification [20]. Moreover, to solve
the problem of unrestricted use of offensive language, Santos

label precision recall F1-score support
non-offensive text 0.996 0.978 0.987 2421

offensive text 0.978 0.996 0.987 2367
macro avg / total 0.987 0.987 0.987 4788

TABLE III
ACCURACY PERFORMANCE OF CNN-LSTM MODEL ON OFFENSIVE TEXT

CLASSIFICATION

et al. [5] developed a encoder-decoder to transform offensive
language into non-offensive ones. In contrast to above studies,
Oasis develops deep learning models based on CNN and
LSTM to perform incivility detection and sentiment analysis
for real-time tweets and user-interested queries.

V. DEMONSTRATION OVERVIEW

We implement Oasis system using Django, Word Cloud
[21], and Tweepy [22]. We train the CNN-LSTM based
classification models using Python, Keras, and scikit-learn. We
develop websites to display the results of online incivility and
sentiment analysis. The output module mainly consists of two
parts: real-time monitoring wall and user-interactive wall, as
shown in Fig. 2 and Fig. 3 respectively. The monitoring wall
presents the results of sentiment and incivility classification
for real-time tweets. In order to obtain real-time tweets from
emerging events in Twitter, we create a Twitter account to
follow multiple famous accounts of news, travel, and culture,
such as “@abcWNN”, “@TravelLeisure”, and “@Complex”.
Since a lot of news is likely to be negative or neutral,
our account also follows popular accounts for funny tweets
(e.g., “@JokesMemesFacts”), which can better demonstrate
our sentiment model that is not limited to negative and neutral
emotions. In addition, the user-interactive wall provides an
interactive interface for audiences to input queries based on
their own interest and explore results in a user-friendly manner.

A. Real-time Tweets for Incivility and Sentiment Analysis

Fig. 2(a) displays the sentiment result of a real-time tweet
as “happy”. Oasis collects ten up-to-date tweets every minute
from our following twitter accounts. These obtained tweets
are taken as inputs for sentiment classification and incivility
detection. For each tweet, we apply the 5-label sentiment clas-
sifier to predict the sentiment label from “happy”, “neutral”,
“sad”, “hate”, and “anger”. The results are kept in the local
file and then displayed one tweet at a time on the real-time
monitoring wall.

B. Trending Topic Analysis

The module of trending topic analysis uses the Tweepy
trends place function and selects one recent hot topic. Oasis
displays a list of English tweets up to 10 entries, and analyzes
them using sentiment and incivility models. Fig. 2(c) shows the
sentiment and incivility classification results of tweets w.r.t. a
trending topic. Tweets are associated with different sentiment
categories of happy and sad. If there is any offensive language
involved in the tweet, one warning emoji will be highlighted
to notify users. Oasis provides an intuitive interface for better
visualization using emojis.



Fig. 2. Real-Time Tweet Monitoring

Fig. 3. User-Interactive Querying for Incivility and Sentiment

C. Word Cloud

The module of word cloud shows the most frequent key-
words of our collected real-time tweets using different sized
fonts in Fig. 2(b). To acquire high-quality keywords, we apply
data clean to remove the punctuation, hyperlinks and English
stop words. Fig. 2(b) shows an emerging event of “Notre-
Dame de Paris fire” happened on July 15, 2019. The larger
font of one keyword is, the more occurrence of this keyword in
real-time tweets is. This display component gives an effective
way to learn about up-to-date popular topics on Twitter.

D. Personalized Topic Search and Exploration

Oasis offers the feature of topic filtering in the user-
interactive wall. Audiences can search for a topic that they are
interested in. Then, Oasis uses the Tweepy search function to
find a list of tweets related to the input topic. The discovered
tweets will be presented with their sentiment labels as shown
in Fig. 3(a). This function provides an interactive interface for
users to explore the results of their interested tweets.

E. Online Querying Sentiment and Incivility

Oasis provides an interesting interactive feature for online
querying sentiment and incivility. Our playground web page
demonstrates the interfaces of query input and sentiment
classification report in Fig. 3(b). With the user input field,
audiences can type in texts for sentiment and incivility classi-
fications. For each input sentence, two models of 3-label and 5-
label sentiment classifiers are applied to the tested tweet simul-
taneously. Oasis aims at providing comprehensive sentiment
labels for the testing text. It also gives users a complete report
of sentiment classifications with the corresponding precision
scores of predictions. Fig. 3(b) shows two prediction results
of “love” and “happy” for the input text.
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