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Abstract—City express delivery services (a.k.a. last-mile delivery) have become more prominent in recent years. Many logistics giants,

such as Amazon, JD, and Cainiao, have deployed intelligent express delivery systems to deal with the growing demand for parcel

delivery. Existing works adopt queuing or batch processing approaches to assign parcels to couriers. However, these approaches do

not fully consider the distribution of parcels and couriers, leading to poor quality of task assignment. In this paper, we investigate a

problem of delivery matching based on revenue maximization in real-time city express delivery services. Given a set of couriers and a

stream of parcel collection tasks, our problem aims to assign each collection task to a suitable courier to maximize the overall revenue

of the platform. The problem is shown to be NP-hard. To tackle the problem efficiently, we present a time-aware batch matching

algorithm to offer high-quality courier-task matching in each sliding window. We further theoretically analyze the matching

approximation bound. In addition, we propose an efficient deep reinforcement learning based approach to adaptively determine the

sliding window size for better matching results. Finally, extensive experiments demonstrate that our proposed algorithms can achieve

desirable effectiveness and efficiency under a wide range of parameter settings.

Index Terms—City express delivery, location-based service, real-time system, optimization, adaptive matching

Ç

1 INTRODUCTION

DRIVEN by the continuous proliferation of e-commerce
and logistics industries, city express delivery services (a.

k.a. last-mile delivery) have become more prominent in
recent years. As shown by the latest statistics [1], in 2020, the
business volume of city express delivery services in China
has exceeded a total of 70 billion transactions and achieved
an increase of 12.6% over 2019. Many logistics giants such as
Amazon [2], JD [3], and Cainiao [4], have deployed intelli-
gent real-time express delivery services to deal with the
huge demand. In a typical city express delivery system, the
platform manages a number of express stations (hereinafter
referred to simply as stations) to provide parcel delivery and
collection services for the whole city. The platform distrib-
utes the parcels to the relevant stations whose service regions
can cover the parcels’ destinations. In practice, each station
typically receives the parcels to be delivered twice a day (e.g.,
at 8:00 am and 1:00 pm). After receiving the parcels, the sta-
tion immediately arranges suitable couriers to deliver them

to the customers. On guaranteeing the time constraints of
parcel deliveries, the platformdynamically arranges couriers
to collect online ad-hoc parcel collections requested by cus-
tomers. Comparedwith the traditional way of separating the
parcel delivery and collection services, a courier in a real-
time city express delivery service can complete parcel collec-
tions on the way to delivering parcels, which significantly
improves the efficiency of the service. In this paper, we focus
on efficiently allocating parcel collections to couriers while
guaranteeing the time and capacity constraints of parcel
deliveries. Fig. 1 illustrates the general process of a real-time
city express delivery service.

Example 1. In Fig. 1, there exists a station s1 and two cou-
riers c1 and c2. At first, c1 loads parcels d1; d2; d3 and c2
loads the parcels d4; d5; d6 for delivery according to indi-
vidual routes (i.e., c1 the red solid line and c2 the blue
solid line). Assume now the platform receives two parcel
collection requests r1 and r2 when c1 and c2 leave for the
destinations of d1 and d4. Since r1 is near the route of c1
and r2 is near the route of c2, the platform arranges for c1
to collect r1 and c2 to collect r2. Otherwise, c1 and c2 may
not complete their parcel deliveries (i.e., delivering all
parcels and returning to the station in time).

The city express delivery problem is essentially a task
assignment problem. Current works related to task assign-
ment can be categorized into two types: i) instant assign-
ment [5], [6], [7], [8], the system assigns each task to a suitable
courier immediately when it arrives. If there is no courier
who can serve the task, it will wait until a qualified courier
appears or the task’s deadline is passed; ii) batch assignment
[9], [10], [11], the system periodically fetches the tasks from a
task queue in batches, matches themwith currently available
couriers, and finds the best assignments between tasks and
couriers. For the tasks that are not assigned in the current
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batch, they will be assigned again in the next batch. How-
ever, both of these two approaches have issues. With regard
to the instant assignment approach, it is easy to implement
but may not generate high quality matching results [12], [13].
While the batch assignment approach can improve the qual-
ity of matching results to some extent, manually tuning the
batch size to achieve a better result is not easy in real-time
scenarios. In addition, optimizing the revenue of the plat-
form is one of the main concerns for most commercial plat-
forms. However, existing studies mainly focus on improving
the computational efficiency rather than increasing the plat-
form revenue.

In this paper, we investigate a novel problem of real-time
city express delivery via an adaptive sliding window
(denoted as RTDW). In the RTDW problem, a stream of par-
cel collections enters the platform in real time. The platform
dynamically dispatches the most suitable parcel collections
to couriers by considering several constraints (e.g., time,
capacity, and detour) and aims to maximize the platform’s
revenue. However, due to the parcel collections stochasti-
cally appearing in the platform, the dispatch processing is
highly dynamic. As such, there are two key challenges to be
resolved for the RTDW problem. First, considering a set of
couriers and a set of parcel collection tasks, the issue of how
to efficiently match them with a quality guarantee is hard to
resolve. Second, as well as being widely used in many exist-
ing works, sliding window is a common processing strategy
in real-time scenarios; however, dynamically determining
the sliding window size to achieve a better matching result
is still a challenge. To address the above two issues, we
present an efficient time-aware batch matching (TBM) algo-
rithm for the first issue which guarantees the matching
result under a 2-approximation bound. For the latter issue,
on the basis of TBM, we propose an efficient deep reinforce-
ment learning (DRL) based optimization that can adaptively
determine the sliding window size for better matching
results. The main contributions of this paper can be summa-
rized as follows:

� We first present an adaptive matching framework of
city express delivery, equipped with three entries of
delivery tasks, collection tasks, and couriers. Based
on the constraints of courier schedule, we formally
define a novel RTDW problem which aims to maxi-
mize the platform revenue by assigning each courier
with suitable collection tasks.

� We present two efficient algorithms SMA and TBM
to solve the RTDW problem. SMA is a greedy
approach for fast finding the suitable courier for
each collection task. Furthermore, we develop an
effective partition strategy for sliding window based
on the distribution of historical collection tasks. Inte-
grating this partition strategy, we propose an effi-
cient algorithm TBM to find the better matching
result in a sliding window under a 2-approximation
bound on quality.

� We further present an efficient DRL-based optimiza-
tion that is equipped with a novel state representa-
tion to adaptively determine the sliding window size
for a good long-term revenue of the platform. In
addition, we also theoretically analyze the competi-
tion ratios of our proposed algorithms.

� We conduct extensive experiments to demonstrate
that our proposed algorithms can achieve desirable
effectiveness and efficiency under different parame-
ter settings.

The remainder of this paper is organized as follows. We
first formulate the RTDW problem in Section 2. Then, in Sec-
tion 3, we propose several solutions to solve the RTDW
problem. Next, we evaluate our solutions in Section 4 and
review the related work in Section 5. Finally, in Section 6,
we conclude the paper and introduce several possible opti-
mizations for future works.

2 PROBLEM FORMULATION

In this section, we present several preliminaries and provide
the problem statement, followed by a theorem to establish
the hardness of the RTDW problem. Table 1 summarizes
the notations frequently used in this paper.

2.1 Basic Concepts

In our RTDW problem, we consider three entities that con-
sist of a set of stations S, a set of couriers C, and a road net-
work G ¼ ðL;E;WÞ. For road network G, each vertex l 2 L
denotes a road intersection and each edge eij 2 E denotes a
road segment with a weight wij 2W linking two road inter-
sections li and lj. The platform manages a number of courier

TABLE 1
Notations and Descriptions

Notations Description

G a road network
¡ a set of delivery tasks
� a set of collection tasks
g a delivery task
� a collection task
tg the deadline of the delivery task
t� the deadline of the collection task
C a set of couriers
kc the maximum capacity of courier c
Rðc; �Þ the revenue of a courier c collecting �
EðMÞ the total revenue of a matching planM
w a sliding window
M a feasible matching allocation
Mw a feasible matching of sliding window w
h a time slice

Fig. 1. A toy example of real-time city express delivery.
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stations S to provide the whole city’s express service. Each
station s 2 S is represented as a tuple s ¼ ðls; Cs; RsÞ, where
ls 2 L is the location of s, Cs is the set of couriers hired in
station s, and Rs is the service region of s. Following the set-
tings of existing works [14], [15] and commercial platforms
[3], [4], in this paper each station manages a number of cou-
riers to deliver and collect parcels in its service region. Next,
we give the definitions of delivery task and collection task.

Definition 1 (Delivery task). A delivery task is a two-entry
tuple g ¼ ðlg ; tgÞ indicating that the parcel taken from the sta-
tion should be delivered to location lg before the deadline tg .

Definition 2 (Collection task). A collection task is a four-
entry tuple � ¼ ðb�; l�; t�; r�Þ indicating that the parcel
appearing at time b� should be collected at location l� before the
deadline t�, and the corresponding fare is r�.

We clarify that the definitions of delivery task and collec-
tion task are derived from real express delivery services. On
one hand, each courier is fully loaded with delivery tasks
and starts from the station to deliver these parcels to the loca-
tions of customers on or before their delivery deadlines. Note
that the courier usually earns a monthly basic salary by com-
pleting the daily delivery tasks assigned by the station; On
the other hand, the platform usually encourages couriers to
complete as many collection tasks as possible and that cuts a
fixed rate of revenue from each completed collection task as
the payment of the courier, because the number of collection
tasks usually determines the amount of platform revenue.
According to the definitions of delivery task and collection
task, we can define a courier as follows:

Definition 3 (Courier). A courier c 2 C is denoted as a six-
entry tuple c ¼ ðlc; sc; kc; tc;¡ c;�cÞ, where lc is the current
location of c, sc is the belonging station, kc is the maximum
capacity, tc is the deadline of needing to be back at sc, ¡ c is a set
of delivery tasks, and �c is a set of collection tasks.

We remark that couriers normally receive several batches
of delivery tasks per day from the stations they belong to. A
courier should complete its own current batch of delivery
tasks and return to its own station before the next batch
starts. The platform dynamically arranges couriers to com-
plete the collection tasks that arrive in a stream. Note that
each courier c fully loads a set of delivery tasks ¡ c (j¡ cj ¼ kc)
when leaving the station andwill be allocatedwith some col-
lection tasks �c while executing delivery tasks under the
constraints that the tasks in ¡ c and �c should be finished on
or before tc.

Definition 4 (Courier Schedule). Given a courier c 2 C, the
schedule of c denoted as Sc ¼ l1; l2; . . . ; lmh i is a sequence of
locations, where each location lk 2 L is to be reached by c to exe-
cute a collection task of �c or a delivery task of ¡ c.

A schedule Sc is valid iff for any collection/delivery task
assigned to courier c, courier c can satisfy their deadline con-
straints, and the number of collection and delivery tasks left
cannot exceed its maximum capacity kc at any time. Here, we
assume that couriers always select the shortest path between
two points. Moreover, if a collection task � can be served by a
courier cwithout violating the time and capacity constraints,
c and � are a valid courier-task pair c; �h i. Following the

existing works [16], [17], [18], in this paper we assume that
the order of the existing tasks in the schedule Sc remains
unchanged when inserting a new collection task � into Sc,
and � will be inserted between two consecutive tasks in Sc
that incurs the smallest detour distance.Meanwhile, the time
constraints of the new collection task � and the tasks in Sc
after � should be satisfied. Once any time constraint is bro-
ken, we consider the new collection � cannot be served by
the courier c.

Next, we define the revenue brought to the platform by a
courier c serving a set of collection tasks �c as follows.

CRðc;�cÞ ¼ r�c
� k � pðc;�cÞ; (1)

where r�c
is the sum of the fare of � 2 �c, k is the cost per

kilometer (i.e., fees paid to couriers), and pðc;�cÞ is the
detour cost of c finishing �c (i.e., the travel distance differ-
ence between collecting �c and not collecting �c). Note that
the above revenue model is widely adopted in other trans-
port management systems, such as ridesharing [19], [20]
and spatial crowdsourcing [21].

On the basis of the above definitions, we can formally
formulate our studied RTDW problem as follows:

Definition 5 (RTDW Problem). Given a set of couriers C and
a stream of collection tasks �, the RTDW problem is to find the
best matching plan M� C �� such that the total platform
revenue EðMÞ is maximized,

EðMÞ ¼
X

c2C;�c��
CRðc;�cÞ; (2)

where for each matching ðc;�cÞ 2 M, c and �c should satisfy
two conditions: i) each � 2 �c should be collected by c on or
before its deadlines t�; ii) the sum of j¡ cj and j�cj should not
exceed kc at any time.

2.2 Problem Hardness

We theoretically analyze the hardness of the RTDWproblem.

Theorem 1. The RTDW problem is NP-hard.

Proof. We omit the proof due to the space limitation and put
it in Appendix A.1, which can be found on the Computer
Society Digital Library at http://doi.ieeecomputersociety.
org/10.1109/TKDE.2022.3162220. tu

Discussion. Ideally, the objective of the RTDW problem is
to maximize the platform’s total revenue over the collection
tasks in the entire stream and all the available couriers. In
reality, considering the rigid real-time scenario, the plat-
form only holds the information of current collection tasks
and couriers and thus is impossible to achieve the highest
revenue over the entire collection task stream. In addition,
as proved in Theorem 1, the RTDW problem is NP-hard. As
such, similar to the greedy approach used in many real-
time streaming data processing problems, in this paper we
adopt the approaches of sequential processing or batch
processing to solve the RTDW problem.

3 PROPOSED SOLUTIONS

In this section, we present a novel two-stage solution frame-
work that consists of batch division and batch matching for
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solving the RTDW problem. Based on this solution frame-
work, we present three courier-task matching solutions. In
what follows, we introduce them one by one in details.

3.1 Solution Framework

To solve the RTDW problem, we propose a novel solution
framework that consists of batch division and batch match-
ing, as illustrated in Fig. 2. Initially, the customers send in
their requested collection tasks to the server, while the cou-
riers report their current statuses (e.g., location, capacity,
and schedule) to the server. After receiving the collection
tasks, the server divides the collection tasks into a sequence
of batches to match based on some division strategies (Step-
1). According to batch’s sequence, the server conducts the
matching for the collection tasks and available couriers in a
batch to maximize the revenue of the platform, while the
available couriers and unmatched collection tasks return to
the streams for the next batch matching, and the expired
collection tasks will be discarded from the server (Step-2).
Finally, the matching results are notified to the couriers and
customers, respectively.

3.2 Service Region Division

As discussed in Section 2, the RTDW problem is NP-hard, it
is very challenging to make real-time assignment for a huge
number of couriers and collection tasks in a city per day. To
reduce the computing complexity, we divide the whole city
into a set of disjoint service regions and focus on each of the
service regions separately. Such division strategy also
brings practical benefits. For example, station managers
often prefer managing the business in their own service
regions separately, which is consistent with the settings of
commercial platforms in reality [14], [15].

In this paper, we divide the road network into a set of ser-
vice regions by the K-means algorithm that is one of the most
frequently used clustering algorithms. More specifically, we
use the K-means algorithm to classify the vertices of the road
network into k independent spatial clusters according to their
geographical distribution. Correspondingly, the whole city is
divided into k independent service regions where any two
service regions do not overlap with each other. As illustrated
in Fig. 3, Fig. 3a shows the road network of Chengdu, Fig. 3b
shows the service regions of Chengdu divided by K-means
algorithmwhere each color represents a service region. Based
on the divided service regions, we set the station at the center
of each service region. Specifically, for each service region, we

select the vertex with the smallest sum of distances to other
vertices as the center of the service region. Note that the ser-
vice region division requires a one-time offline calculation, it
will not affect the efficiency of online assignment.

3.3 Sequential Matching Solution

As mentioned in our solution framework, the server divides
the stream of collection tasks into batches according to a cer-
tain strategy and then performs batch-by-batch matching. In
this section, we present a sequential matching algorithm
(SMA) to solve the RTDW problem where the collection
task is immediately matched when it arrives in the server.
The main idea of SMA is illustrated as Algorithm 1. Given a
collection task � and a set of couriers C, we first find out the
couriers C0 who can serve the collection task � without vio-
lating the deadline and capacity constraints (lines 2-4).
Then, for the couriers C0 we find, we return the nearest cou-
rier c 2 C0 to the collection task � as the result � (line 5).

Algorithm 1. SMA Algorithm

Input: A collection task � and a set of couriers C
Output: A feasible courier c

1: C0  f

2: foreach courier c0 2 C do
3: if c0 can serve � then
4: Add c0 into C0

5: Match the courier in c 2 C0 nearest to �, i.e.,
c argminc2C0 jlc � l�j;

6: return c;

Complexity analysis. The SMA algorithm takes OðjCjÞ time
to deal with a collection �. Thus, considering a stream of col-
lection tasks �, the time complexity to finish courier-task
matching for all the collection tasks � is Oðj�jjCjÞ. The
SMA algorithm is simple and fast, especially for a large-
scale RTDW problem, but the quality of the result obtained
by this approach is not that good.

3.4 Time-Aware Batch Matching Solution

The SMA algorithm actually treats each collection task in the
stream as a batch, it does not consider the batch division based
on the distribution of collection tasks, leading to a poormatch-
ing result. In this section, we propose an efficient time-aware
batch matching (TBM) algorithm to solve the RTDW problem.
We adopt sliding window to divide the collection task stream
into batches of reasonable size to match, which improves the
quality of the solution against the SMA algorithm. Next, we
start with a definition of slidingwindow.

Fig. 3. An example of service region division.

Fig. 2. The solution framework of the RTDW problem.
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Definition 6 (SlidingWindow). A sliding window is denoted
by w ¼ fh0; h1; . . . ; hi; . . . ; hbjb 2 Ng, where hi is a time slice
and each time slice appears at most once.

A good sliding window division strategy is extremely
useful to improve overall matching quality. Inspired by
this, we propose a novel sliding window division method
that is implemented by the DBSCAN algorithm [22] in an
offline model. Simply put, the whole day is divided into a
sequence of sliding windows by the DBSCAN algorithm in
terms of the deadline distribution of historical tasks. After
dividing the sliding windows, we split the collection task
stream into a set of batches based on the divided sliding
windows. Then, we invoke Algorithm 2 to find the suitable
couriers for each batch of collection tasks. For the unas-
signed collection tasks in the current batch, we will assign
the suitable couriers for them in the next batch. Compared
with existing equal-size sliding window processing meth-
ods [15], our method makes good use of the distribution
information of historical orders and can determine the size
of collection task batch more reasonably. Leveraging the
divided sliding windows, for each sliding window, we use
a group-based greedy strategy to match the couriers and
collection tasks iteratively, making sure the quality of the
matching is under a 2-approximation bound. Note that the
sliding window division is processed in the offline model,
which does not take up the online processing time.

Algorithm 2. TBM Algorithm

Input: A set of collection tasks �w and a set of couriers Cw in
the sliding window w

Output: A feasible matchingMw of w
1: A feasible matchingMw  f;
2: A set of collection task groups G  f;
3: for k 1 to d do
4: G  the set of collection task groups containing k

different collection tasks in �w;
5: G  G [ G;
6: repeat
7: foreach courier c 2 Cw do
8: g�  the collection task group in Gwith the highest

revenue that c can serve;
9: if c is the best courier for g� then
10: Mw  Mw [

S
�2g�f c; �h ig;

11: Remove the task group g 2 G that contains any
collection task � 2 g�;

12: until none task group can be assigned;
13: returnMw;

Algorithm 2 presents the procedures of our TBM algo-
rithm. First, we initialize a matching setMw and a set of col-
lection task groups G (lines 1-2). Then, we divide the
collection tasks into a set of groups with a size less than d by
considering their time constraints (lines 3-5). Specifically, the
process of task grouping is that of enumerating all size-k task
groups and checks whether they are valid. For a systematic
enumeration of all candidate task groups, we employ the
branch and bound algorithm presented in [23]. During the
grouping process, we present an efficient rule to accelerate
the pruning process, that is, two collection tasks can be
grouped if and only if there exists a nearby courier who can

serve them together based on the constraints of location,
time, and capacity. As for the group size d, it is set based on
user historical experience. In practice, the value of d is usu-
ally small due to the location, time, and capacity constraints.
After that, we select one or more suitable task group for each
courier c 2 Cw in a multi-round approach (lines 6-11). In
each round of assignment, for each courier c 2 Cw, if there
exists a collection task group g� 2 G such that g� is the best
for c and c is the best for g � , we assign g� to c and remove
the task groups including the task � 2 g� from G. Note that
there is at least one task group in G assigned to a courier in
each round of assignment, and the multi-round assignments
will stop until none of the task groups in G can match a suit-
able courier in a round. In what follows, we illustrates the
TBM algorithm by a running example as follows.

Example 2. In Fig. 4, Algorithm 2 is invoked iteratively to
find the optimal assignment of couriers and tasks in each
sliding window. Taking the k-th sliding window wk as an
example, we observe that there exist three couriers c1 �
c3, and seven collection tasks �1 � �7 in wk. Assume the
collection tasks �1 � �7 can form three task groups g1 �
g3 by the grouping method stated above. Then, we per-
form multiple rounds of assignments between couriers
and collection task groups according to the assigning
strategy illustrated in Algorithm 2. In each round of
assignment, only couriers and task groups that best suit
each other can be assigned. As shown in Fig. 4, in the first
round of assignment (e.g., Round 1 in Fig. 4), c2 and g3 (c3
and g2) are mutually optimal. Then, g3 and g2 are assigned
to c2 and c3, respectively. Meanwhile, g2 and g3 are
removed from the system. In the second round of assign-
ment (e.g., Round 2 in Fig. 4), g1 is assigned to c2 since c2
and g1 are the best for each other, and then g1 is removed
from the system. Finally, since there is no task group left,
the round assignment is terminated.

The approximation ratio of Algorithm 2 is proved in The-
orem 2.

Theorem 2. Given a set of collection tasks �w and a set of cou-
riers Cw, letMw be the matching derived by Algorithm 2 and
M�

w be the optimal matching, EðMwÞ 	 1
2EðM

�
wÞ holds.

Proof. We omit the proof due to the space limitation and
put it in Appendix A.2, available in the online supple-
mental material. tu

Fig. 4. A running example for the TBM algorithm. The yellow area shows
the distribution of couriers c1 � c3 and collection tasks �1 � �7 as well as
the task groups g1 � g3. The dotted rectangle area shows two rounds of
assignments between couriers c1 � c3 and task groups g1 � g3.
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Complexity analysis. The time complexity of the TBM algo-
rithm is Oðj�wjd þ jCwjjGjÞ, where j�wjd is the time cost of
collection group division (lines 3–5) and jCwjjGj is the time
cost of group assignment (lines 6–11).

Discussion. The TBM algorithm employs an effective par-
tition strategy to divide the sliding window based on the
distribution of historical collection tasks and that achieves a
2-approximation bound on quality for the matchings
between couriers and collection tasks in each sliding win-
dow. However, such clustering-based sliding window parti-
tion strategy cannot make full use of the supply-demand
relationship of couriers and collection tasks, which may
affect the overall quality of the results.

3.5 DRL-Based Solution

The sliding window partition strategy we present in TBM
algorithm improves the quality of task assignment, how-
ever, we observe some counterintuitive cases in practical
settings, e.g., the collection tasks and couriers in a sliding
window cannot achieve any matching due to the insuffi-
cient unoccupied capacity. Motivated by this observation,
in this section, we use the model of Markov decision process
model (MDP) [24] with unknown parameters to model the
sliding window decision process and adopt the DRL-based
method to adaptively determine the sliding window size in
terms of several combined features.

Given an RTDW problem P, we formulate a Markov
decision processM ¼ ðS;A; Ra

ss0 ; P
a
ss0 ; �Þ on P, where

� S is the state space, where each state s 2 S denotes a
bipartite graph composed of current couriers and
collection tasks;

� A ¼ ½hmin; hmax
 denotes the action space where hmin,
hmax 2 N are the minimum and maximum time slices
to divide the sliding window respectively. Each
action a 2 Ameans the time slice to perform the best
matching for the accumulated collection tasks (i.e.,
invoke the TBM algorithm);

� Ra
ss0 : S �A� S ! R is the reward function. If the

states transit from s to s0 by executing the action a,
we will obtain a reward of Ra

ss0 (i.e., EðMÞ);
� Pa

ss0 : S �A� S ! ½0; 1
 denotes the probability of
transiting the states from s to s0 by executing the
action a, which models the dynamic process for cou-
riers and collection tasks entering or leaving the
platform;

� � 2 ½0; 1
 is the discount factor.
To better determine the sliding window size, we present

a novel state representation. Given a set of couriers Ch and a
set of collection tasks�h at time slice h, we denote each state
as a feature vector sh ¼ ðjLj; jRj; jF j; jSj; jT j; hÞ, where jLj is

the number of couriers, jRj is the number of collection tasks,
and jF j is the total remaining capacity of all couriers:

jF j ¼
X
c2Ch

ðkc � j¡ cj � j�cjÞ; (3)

where j¡ cj and j�cj denote the numbers of delivery tasks
and collection tasks of courier c, respectively. Fig. 5a illus-
trates the state of unoccupied capacity. We can observe that
the total unoccupied capacity of the couriers on the left side
of Fig. 5a is sufficient. Therefore, these couriers can wait for
more collection tasks to match. For the couriers on the right
side of Fig. 5a, since the unoccupied capacities of couriers
cannot accept more collection tasks, it is suitable to divide
the sliding window for matching. jSj is the distribution met-
ric for the couriers and collection tasks:

jSj ¼
X
�2�h

DMðl�; LdÞ: (4)

Here, DMðl�; LdÞ is the Mahalanobis distance [25], where l�
is the location of collection task � and Ld is the location dis-
tribution of couriers. Typically, the smaller the value jSj, the
closer the couriers are to the parcels. This situation is suit-
able for dividing the sliding window. On the left side of
Fig. 5b, the distribution of couriers and collection tasks are
scattered. Hence, the matching may not achieve good per-
formance at this time. In contrast, the distribution of the
couriers and collection tasks on the right side of Fig. 5b is
evenly distributed and is suitable for dividing the sliding
window. jT j is the time metric to measure the general gap
between the current time slice and the deadline of collection
tasks:

jT j ¼ min
x2ftc�tjc2Chg[ft��tj�2�hg

x; (5)

where t is the current time slice. If jT j is smaller, it means
that there exist couriers and collection tasks close to their
deadlines and it is suitable to divide the sliding window at
the current time. For example, comparing the two cases in
Fig. 5c, the case on the right side is suitable for dividing the
sliding window at once, since there exist a courier and a col-
lection task whose deadlines are almost there.

For an action a 2 A, we represent it by a value between
hmin and hmax, since making the size of the sliding window
too large or too small is not an optimal strategy in practice.
If the sliding window is set too small, there are less collec-
tion tasks participating in matching, leading to a poor
matching result; otherwise, too many collection tasks con-
tained in a sliding windowmay cause a huge computational
cost and cannot meet the needs of real-time scenarios. In
this paper, we set hmin and hmax on the basis of historical

Fig. 5. Illustration of state representation.
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collection tasks. In detail, we cluster historical collection
tasks according to the distribution of arrival time, and then
select the lower and upper bounds of the time interval in
length concentration as hmin and hmax respectively. For the
action selection, our DRL algorithm selects the value of
action a from the time interval [hmin, hmax] with the highest
revenue based on the current state sh and the previous
learning strategy.

After modeling the sliding window decision process, we
present a DRL-based algorithm to find an optimal strategy
for dividing the sliding window, and the pseudo code is
illustrated in Algorithm 3. We first perform a series of initi-
alizations (lines 1-4). Specifically, for Q-network Q and its
target network Q̂, we use the same random weights u and
u� for initialization (line 1). Moreover, we initialize the
action space with hmin and hmax. Then, we iteratively collect
experience and update the network (i.e., learning) (lines 5-
16). For action ah, the probability of � is determined by the
network, and the probability of 1� � is randomly selected
in the action space (line 7). We store every ”trial and error” (
i.e., the process of performing action ah) experience ’h in the
experience memory V (lines 8-9). For network updates
(lines 10-14), we first randomly sample a batch of experien-
ces C from V (line 10). Then, we calculate the target value
(line 12), perform a gradient descent (line 13), and calculate
the back-propagation error (line 14). Finally, after every N
steps, we synchronize the parameters of the Q network to
its target network Q̂ (line 16).

Algorithm 3. DRL-based Algorithm

Input: greedy factor � 2 ½0; 1
, discount factor � 2 ½0; 1
,
learning rate a 2 ½0; 1
, iteration step E, hmin, hmax,
synchronous step N

Output: memory V

1: Initialize the Q-network Qwith random weights u and its
target network Q̂with random weights u� ¼ u

2: Initialize experience replay memory V
3: Initialize action space A ¼ ½hmin; hmax

4: Initialize the initial state s0 with random action a0 2 A
5: for episode 1 to E do
6: repeat
7:

ah ¼ argmaxa2AQ̂ðsh; a; u�Þ; with �
random a 2 A; with 1� �

�
()

8: execute action ah, obtain reward rh and next state shþ1
9: store experience ’h ¼ ðsh; ah; rh; shþ1Þ in memory V
10: random samplingC ¼ f’1;’2; . . . ;’Ig from V
11: foreach experience ’ 2 C do
12: calculate target value yi ¼ riþ

�maxaiþ12AQ̂ðsiþ1; aiþ1; u�Þ, with Q̂ðsiþ1; aiþ1; u�Þ ¼ 0 if
siþ1 is terminal

13: perform a gradient descent step on ðyi �Qðsi; ai; uÞÞ2
with respect to the network parameters u

14: Du ¼ aðri þ �maxaiþ12AQ̂ðsiþ1; aiþ1; u�Þ�
Qðsi; ai; uÞÞruQðsi; ai; uÞ

15: until shþ1 is terminal;
16: Q̂ Q everyN steps
17: returnmemory V;

Fig. 6 illustrates the sliding window division framework
that consists of planning, learning, and their interaction
with the environment. The workflow of the sliding window

division can be expressed as follows. First, we encode the
environment state as a feature vector sh ¼ ðjLj; jRj; jF j;
jSj; jT j; hÞ, where jLj is the number of couriers, jRj is the
number of collection tasks, jF j is the total unoccupied
capacity of the couriers, jSj is the location distribution of
couriers and collection tasks, and jT j is the available time of
couriers and collection tasks. The state feature vector sh fully
describes the quantitative relationship between couriers and
collection tasks in the environment and their constraints on
capacity, time, and spatial distribution. Second, we feed the
environment state sh into the planning module to fit an
expected number of time slices (i.e., the action value ah)
based on the learned sliding window division network Q̂. If
the number of time slices currently accumulated is equal to
ah, we perform the sliding window division action. After
performing the division action, the accumulated time slices
will be counted from zero again. For example, as shown in
Fig. 6, since the action value ah is equal to the current accu-
mulated time slice number h, we invoke the TBM algorithm
with the inputs of the collection tasks accumulated in the
last h time slices and the currently available couriers to
conduct task assignments. Third, we encode decision
experience as a four-entry tuple ’h ¼ fsh; ah; rh; shþ1g and
store it in the replay memory, where sh is the environ-
ment state at time slice h, ah is the number of time slices
to wait, rh is the reward (i.e., total revenue) of the
matching plan returned by the TBM algorithm in the sec-
ond step, and shþ1 the environment state at the next time
slice hþ 1. For the learning module, we periodically ran-
domly sample a batch of decision experiences © ¼
f’1;’2; . . . ;’ng from the replay memory and use them to
update the Q-network Q. Meanwhile, we synchronize
the weight parameters of the Q-network Q to the sliding
window division network Q̂ of the planning module.
Finally, as shown in Fig. 6, the above mentioned three
steps are performed iteratively until a better predictive
sliding window division model is learned.

Discussion. Compared with TBM algorithm, the DRL-
based algorithm can determine the sliding window size rea-
sonably to achieve a better result in quality based on the
spatial-temporal distribution and supple-demand relation-
ship between couriers and collection tasks. Although we

Fig. 6. The framework of the DRL-based solution.
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need a longer time to train the decision model offline, it is
worth that we can get a high-quality result on short notice.
In addition, the work [26] studied a fundamental bipartite
graph matching problem, namely DBGM, where each node
in the bipartite graph has a duration and arrives dynami-
cally. They simplified the DBGM problem by considering
only the time constraints and assumed that in a bipartite
graph each node on one side can match at most one node on
the other side. However, in many application scenarios of
bipartite graph matching, the constraints of location and
capacity are very important and cannot be ignored in real-
world scenarios (e.g., carpooling, food delivery, logistics).
Although our RTDW problem is also a dynamic bipartite
graph matching problem, in contrast to [26], it needs to
simultaneously consider many practical factors such as cou-
rier capacity, parcel location, and deadlines for delivery or
collection, making the RTDW problem more complicated.

Since the action and state space of the RTDW problem is
more complex than the DBGM problem, we use DQN to
solve the RTDW problem rather than Q-learning adopted in
[26] in order to avoid huge computation and storage costs.
Furthermore, unlike [26], which only considers the number
of two-side nodes in the bipartite graph to represent the envi-
ronmental state, in our work we comprehensively consider
five types of state features, i.e., the number of couriers, the
number of collection tasks, the capacity, the location distri-
bution, and the task completion time, which can well
describe the environment and thusmake the slidingwindow
division more precise. Our experiments indeed show that
the performance of our DRL algorithm is superior to that of
RQL algorithm proposed in [26] in terms of average elapsed
time, average revenue, and average completion ratio.

3.6 Theoretical Analysis

In this section, we analyze the competition ratios of our pro-
posed algorithms. The competition ratio is an important
indicator used to measure the performance of online algo-
rithms [27]. The competition ratio Rc for our problem can
be expressed as the minimum ratio between the revenue of
the matchingM produced by our online algorithms and the
revenue of the offline optimal matchingMopt of the RTDW
problem P, over any input data G, S, C, and �.

Rc ¼ min
G;S;C;�

EðMÞ
EðMoptÞ

(6)

Assumptions. We assume that the upper bound of the dura-
tion of collection tasks in an RTDW problem is Dub 2 N,
where the existence of Dub is reasonable since in practice the
deadline of collection tasks is limited. In addition,we assume
that at most one courier and one collection task appear in the
same time slice and that the capacity of a courier is abundant
enough. We adopt the remaining model [26] to handle the
task stream because it is in line with the real-world scenario,
i.e., the unmatched collection tasks in a sliding window will
enter the next sliding window for matching until their dead-
lines are reached. Next, we analyze the upper and lower
bounds of the competition ratio Rc in Theorem 3. Note that
the work [26] assumes that at most one node appears in the
same time slice, but in our RTDWproblem, there may be one
courier and one collection task appearing in the same time

slice. Therefore, the assumption of Theorem 2 in [26] is
unsuitable for our problem. Since the proof method of Theo-
rem 3 is similar to that of Theorem 2 in [26], we follow their
method to prove the competitive ratio bound for the RTDW
problem.

Theorem 3 (Bounds for competitive ratio Rc). Given an
RTDW problem P with the duration upper boundDub, ifDub ¼
1,Rc ¼ 1; Otherwise, if Dub 	 2,

1

Dub
� Rc <

2

Dub � 1
(7)

Proof. We omit the proof due to the space limitation and
put it in Appendix A.3, available in the online supple-
mental material. tu

4 EXPERIMENTS

In this section, we experimentally evaluate the efficiency
and effectiveness of our proposed algorithms. We first intro-
duce the experimental settings and then report the experi-
mental results on both real-world datasets.

4.1 Experimental Settings

Datasets. We evaluate the algorithms over two road net-
works of Chengdu and New York City (NYC) extracted
from OpenStreetMap.1 Since there is no direct parcel deliv-
ery and collection task information, we extract the pick-up
and drop-off points and time from two real taxi trajectory
datasets collected by NYCTaxi2 and DiDi,3 and treat them
as the parcels’ collection and delivery locations and times.
In practice, these pick-up and drop-off points are usually
residential and working places which are also the collection
and delivery points for parcels. The Chengdu dataset con-
tains 209,423 orders, 36,630 nodes, and 50,786 edges. The
NYC dataset contains 10,906,858 orders, 264,346 nodes, and
366,923 edges. Note that we divide each road network into
100 regions. The center location of each region has a station,
which is responsible for parcel collection and delivery in
that region. For DQN, we adopt the RMSprop algorithm as
the optimizer with the learning rate of 0.001, the discount
factor is set as 0.9.

Compared methods. We evaluate the performance of our
proposed algorithms against two state-of-the-art methods,
RQL [26] and FST [15]:

� RQL [26]: a Q-learning based method that adaptively
decides the batch size for parcel assignment;

� FST [15]: a batch processing method which splits the
whole parcel stream into a set of equal-size batches
for matching;

� SMA: our greedy sequential matching algorithm
described in Section 3.3;

� TBM: our time-aware batch matching algorithm
described in Section 3.4;

� DRL: our DRL-based optimization described in
Section 3.5;

1. https://www.openstreetmap.org
2. http://www.nyc.gov
3. http://gaia.didichuxing.com
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Evaluation metrics and parameters.The performance of these
matching algorithms is evaluated using three metrics: aver-
age total revenue, average elapsed time, and average comple-
tion ratio. The experimental parameters are summarized in
Table 2, where the bold values represent the default parame-
ter values. The algorithms are implemented in Python and
tested on a machine with Intel i7-9700K @ 3.6GHz CPU and
16GB RAM.

4.2 Experimental Results on Chengdu Dataset

Exp-1: Effect of sliding window with fixed size fs. Since FST is
implemented by a sliding window with a fixed size, we
select an optimal sliding window size fs=20 with the best
performance (varying fs from 10 to 50) when comparing
FST with other algorithms. Table 3 shows the results of
varying the size of the fixed sliding window fs from 10 to

50. As fs grows, the elapsed time increases, but the revenue
first increases and then decreases. The reason for this is that
the larger fs is, the more collection tasks are contained in
each sliding window, so the elapsed time keeps increasing.
The couriers can select higher revenue collection tasks, so
the revenue increases at first. However, due to the limited
deadline of collection tasks, some collection tasks have
expired before they are matched, which leads to a decrease
in revenue and the completion ratio. When we adjust fs
from 20 to 30, the elapsed time increases by about 51%, and
the revenue only increases by about 14%. Therefore, in the
default setting of FST, we set fs ¼ 20.

Exp-2: Effect of the number of collection tasks j�j. In this set
of experiments, we evaluate the compared algorithms by
varying the number of collection tasks j�j. In Fig. 7e, as
expected, the revenues of all the algorithms grow when j�j
is increased from 500 to 1,000. Among all the algorithms,
our proposed DRL achieves the most revenue, follow by
RQL, TBM, FST, and SMA. Due to the limited number of

TABLE 2
Experimental Settings

Parameters Values

the maximum capacity, kc 5, 15, 25, 35, 45
# of couriers (Chengdu) 10, 30, 50, 80, 100
# of collection tasks (Chengdu) 500, 800, 1 K, 2 K, 3 K
# of couriers (NYC) 200, 600, 1 K, 2 K, 3 K
# of collection tasks (NYC) 5 K, 8 K, 10 K, 20 K, 30 K
the sliding window size, fs 10, 20, 30, 40, 50

TABLE 3
Effect of Sliding Window Size

fs 10 20 30 40 50

Elapsed Time(ms) 0.39 0.61 0.92 1.38 1.59
Revenue 625 1,020 1,171 899 830
Completion Ratio(%) 73 78 83 74 70

Fig. 7. Results on Chengdu dataset.
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couriers, the revenues of all the algorithms increase a little
when varying j�j from 1,000 to 3,000. This explains why the
completion ratios of all the algorithms decrease when j�j
increases, as shown in Fig. 7i. In Fig. 7a, the increase of j�j
causes the increase of elapsed time in all the algorithms,
because it needs more time to verify the valid courier-task
pairs and select the best collection task for each courier.
Among all the algorithms, DRL achieves the best results on
revenue and completion ratio due to the adaptive sliding
window. Note that we do not report the evaluation results
of the SMA in the following, since it has the worst perfor-
mance in terms of revenue and completion ratio.

Exp-3: Effect of the maximum capacity kc. Figs. 7b, 7f, and 7j
show the algorithms’ performance when varying the maxi-
mum capacity kc. In Fig. 7b, we can observe that the elapsed
time of all the algorithms keeps increasing as kc grows.
Since the larger maximum capacity enables more couriers
to become candidates for collection tasks, the searching
space is enlarged. It needs more time to find the optimal
solution. However, the elapsed time of FST increases from 5
to 15, almost unchanged from 15 to 45, because the comple-
tion ratio of FST in Fig. 7j almost reaches the upper bound
under the fixed sliding window size. In Fig. 7f, the revenues
of all the algorithms increase when the maximum capacity
is enlarged. Again, DRL performs the best, followed by
TBM and FST.

Exp-4: Effect of the number of couriers jCj. In Fig. 7c, we can
see that the elapsed time of all the algorithms increases when
jCj grows, because they need more time to find the best cou-
rier for each collection task from among a large number of
couriers. In Figs. 7g and 7k, all the algorithms achieve
increasing revenues when varying the number of couriers
from 10 to 50. However, when the number of couriers
exceeds 50, the completion ratio and revenue of all the algo-
rithms show little increase, since at this point most of the col-
lection tasks are completed. In addition, from Fig. 7k, we can
see that the completion ratio of DRL surpasses that of FST
and TBMwhen the number of couriers reaches 30. However,
DRL performsworse than FST and TBMwhen the number of
couriers is 10. This is because when the number of couriers is
small, the couriers cannot serve too many collection tasks in
a short time due to the limited capacity. After releasing the
capacity occupied by the delivery tasks, the couriers can
serve more collection tasks. Simply put, it is a strategy that
uses time to trade for the capacity of serving more collection
tasks. In this case, our DRL approach tends to generate a
larger sliding window. However, a larger sliding window
delays the task assignments and may cause some collection
tasks to expire, reducing the completion ratio.

Exp-5: Results on default parameter values. In this set of
experiments, we study the performance of all the algorithms
under default parameters. Not surprisingly, as can be seen in
Figs. 7d, 7h, and 7l, compared with other approaches, the
elapsed time cost of SMA is the least, owing to the face that it
adopts the sequential matching strategy and only serves one
collection task at a time. Accordingly, it leads to a lower com-
pletion ratio and incurs less revenue. In addition, RQL runs
slower than DRL but faster than TBM since RQL’s selection
strategy requires checking a largeQ-value table. For the reve-
nue and completion ratio, DRL performs the best due to the
use of state representation tomodel the environment.

4.3 Experimental Results on NYC Dataset

Exp-6: Effect of the number of collection tasks j�j. Figs. 8a, 8e,
and 8i show the results of varying the number of requested
tasks j�j from 5K to 30K. When j�j increases, the elapsed
time of all the algorithms increases. DRL is still the fastest,
followed by RQL, FST, and TBM. The results on revenue
and completion ratio are similar to those for the Chengdu
dataset.

Exp-7: Effect of the maximum capacity kc. Figs. 8b, 8f, and 8j
present the results for different maximum capacities of cou-
riers kc, from 5 to 45, while the other parameters are config-
ured to the default values in Table 2. In Fig. 8b, the elapsed
time of all the algorithms first increases and then remains
unchanged when kc increases. DRL still runs the fastest
among all the algorithms and TBM runs a little slower than
FST (about 9 seconds for each sliding window). In Fig. 8f,
we show the revenues of all the algorithms when the maxi-
mum capacity of couriers increases. Similarly, as kc grows,
the revenue of all the algorithms increases at the beginning
and then remains unchanged. DRL performs better than
RQL, FST, and TBM. As shown in Fig. 8j, the completion
ratio of the four approaches are close, DRL being slightly
higher than RQL, FST, and TBM.

Exp-8: Effect of the number of couriers jCj. The results of
varying the number of couriers are illustrated in Figs. 8c,
8g, and 8k. In terms of revenue as shown in Fig. 8g, DRL
outperforms the other algorithms and the interval between
the four is large. As regarding elapsed time, as shown in
Fig. 8c, DRL is still competitive since it is faster than RQL,
FST, and TBM. In Fig. 8k, at the beginning, the completion
ratio of DRL is lower than that of RQL, FST, and TBM, but
when jCj exceeds 600, the completion ratio of DRL is
slightly higher than that of RQL, FST, and TBM.

Exp-9: Results on default parameter values. Figs. 8d, 8h, and
8l report the performance of all the algorithms under the
default parameter values. The performance achieved by
varying parameters on the NYC dataset is similar to that on
the Chengdu dataset. Figs. 8d, 8h, and 8l show the compari-
son results of the algorithms SMA, FST, TBM, DRL, and
RQL. In particular, in Fig. 8d, we observe that DRL still runs
faster than RQL. In Figs. 8h and 8l, DRL still performs the
best in terms of revenue and completion ratio, followed by
RQL, TBM, FST, and SMA.

Exp-10: Results on memory cost. In the last set of experi-
ments, we examine the memory cost of the algorithms on
the Chengdu and NYC datasets. As shown in Table 4, the
memory costs of DRL and RQL are the largest, followed by
TBM, FST, and SMA. The reason for this is that the learning
based algorithms DRL and RQL always need extra space to
store the learned models, i.e., the DRL and RQL algorithms
achieve better performance through extra memory and off-
line computation costs.

5 RELATED WORK

In this section, we review three categories of related studies:
city express delivery, crowdsourcing, and reinforcement
learning.

City Express Delivery. In recent years, there has been a line
of works studying the city express delivery problem under
different settings [14], [15], [28], [29]. Zhang et al. [29] study
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a large-scale dynamic city express problem, and propose a
batch processing strategy to assign collection tasks requested
by customers to online couriers. In [14], Li et al. present a con-
textual collaboration reinforcement learning framework to
learn courier dispatching policies and guide couriers to
deliver and collect parcels for long-term revenue. In addi-
tion, several recent works have adopted a crowdsourcing
approach to solve parcel delivery problems. Chen et al. [30]
propose a taxi and passenger relay model to achieve parcel
delivery, they design a two-phase framework to solve the
path planning of package delivery. These studies process the
parcel assignment either in a first-come-first-served mode or
a fixed batch model, they do not consider optimizing parcel
assignment using an adaptive approach.

Crowdsourcing. Traditional crowdsourcing that assigns
tasks to suitable workers and allow workers to accomplish
tasks online without moving to the locations of tasks, has
attracted extensive attention from various fields [31], [32]. It
has many successful high practical applications in real-

world, such as Upwork and Amazon Mechanical Turk.
Recently, spatial crowdsourcing has gradually replaced tra-
ditional crowdsourcing with the rapid development of wire-
less networks and sharing economy. Compared with
traditional crowdsourcing, spatial crowdsourcing, which
requires workers physically traveling to locations of spatial
tasks, has stronger spatio-temporal constraints. It has many
application scenarios, such as ridesharing [20], [33], [34],
query [35], [36], city express [29], food delivery [37]. In this
paper, the RTDW problem is one of the spatial crowdsourc-
ing problems that aim to solve the assignment problem
through adaptive slidingwindowdivision.

Reinforcement Learning. Reinforcement learning has been
extensively studied in the fields of resource allocation [14],
[38], [39], decision-making [26], [40], [41], and robot control
[42], [43]. Shan et al. [39] propose a DRL framework for task
scheduling in crowdsourcing, they utilize an RL-based
method to estimate the expected long-term revenue of task
recommendation. Zhou et al. [44] propose a decentralized
execution order-dispatching method based on multi-agent
reinforcement learning to solve a large-scale order dispatch
problem. In [45], Lin et al. study a large-scale online
ride-sharing platform in a dynamic supply and demand
environment, they propose two reinforcement learning
based algorithms to solve a large-scale fleet management
problem such that a large number of agents can efficiently
fit different contexts. Zhang et al. [40] design an end-to-end

TABLE 4
Results on Memory Cost

Datasets(MB) SMA FST TBM DRL RQL

Chengdu 15.3 21.6 24.7 61.7 73.8
NYC 132.4 175.3 189.3 492.7 565.2

Fig. 8. Results on NYC Dataset.
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DRL network to find the best configuration in a high-dimen-
sional continuous database management system space. To
the best of our knowledge, we are the first to study the
RTDW problem, and the methods described above cannot
be directly applied to solve our problem.

6 CONCLUSION AND FUTURE WORK

In this paper, we study the problem of real-time city express
delivery and prove its hardness. To address this problem,
we present an efficient TBM algorithm to perform matching
within a sliding window. We also propose a DRL-based
optimization to further enhance the solution quality. Exten-
sive experimental results confirm the effectiveness and effi-
ciency of our proposed algorithms.

As for future work, we plan to work on the following two
extensions: One is how to reasonably layout express stations
to further improve the efficiency of express delivery serv-
ices; the other is how to develop an efficient collaborative
model to facilitate courier cooperation such that parcels can
be delivered and collected by a group of couriers.
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