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Abstract— Among a wide range of sensor network applications, prolongs the communication delay and significantly incurs
many of them require reliable data communications such that the network traffic (due to NACK/ACK messages and data
data packets can be delivered to the destination without loss. retransmissions). Second, it requires the source to niminta

However, existing reliable transmission techniques either are too the t e tat d buff I K ledoed K
costly for resource-constrained sensor networks or have limited 1€ transmission state and bufter all unacknowledged fscke

capabilities for achieving reliable data communication. In this Which entails a large buffer size at the source. To remedsethe
paper, an effective coding scheme that exploits the tradeoff deficiencies, proactive approaches have been recentlpgedp
between' redundant data transmission .and encoding/decoding for highly unreliable networks (e.g., wireless sensor ashti@c
complexity is proposed. Two key design parameters of the nenyorks) [8], [34]. By transmitting redundant coded paske

proposed scheme, thelegree of repair packets and the the number L . - LT
of repair packets, are derived to achieve a high data recovery to the destination, proactive reliable transmission iSgiesi

probability with minimum coding redundancy and computation 0 facilitate recovery from possible packet losses. Loskpts
overhead. Furthermore, the proposed scheme is leveraged unde can be reconstructed as long as the destination receives a
recoverable and permanent failure models for proactive trans- sufficient number of redundant coded packets.

mission. Accordingly, the expected probability of a destination Redundant coding (asoding for short) is crucial for proac-

obtaining all data packets is analyzed. Simulations have been .. . A ;
conducted to verify our theoretical results. The simulation resuls tive reliable transmissions. Many coding schemes have been

reveal profound insights in support of the proactive transmissio proposed for various fields, such as forwarc_iing error ctoec
paradigm to achieve high communication reliability in wireless coding [3], [30], erasure channel [22] and digital fountgd].

sensor networks. However, with different performance requirement, these-co
Index Terms—wireless sensor networks, data communication, iNg schemes are not feasible for wireless sensor networks
reliability, erasure coding due to either their very complicated computation in encgdin

and/or decoding processes or very high coding redundancy.
In this paper, inspired by existing coding schemes [21]],[22
[31], we craft a coding scheme for wireless sensor netwoyks b
ECENT advances in hardware have made possible ttaking into consideration its scarce bandwidth, limiteeregy,
use of inexpensive, low-power miniature sensors in irand constrained computation and storage capacity.

situ sensing applications. These sensor nodes can be ddploy To optimize the performance of the proposed coding scheme
throughout a physical space and organized as a wirel@ssvireless sensor networks, we focus on exploringttiade-
network to provide high-resolution measurements of plasicoff between the coding computation complexity and coding
phenomena (such as temperature, humidity, and light). Amoredundancy, which are controlled by two critical paramsster
a wide range of networked sensing applications, many of thehe degree of repair packets (y) and thenumber of repair
(e.g., disaster forecast, structural condition assesgmemuire packets (k), respectively. Our research shows that these two
reliable data communications, such that a target destimatin key parameters have major impacts on the ability of the pro-
obtain all data packets with a high probability. Howevensse posed coding scheme of recovering the lost data packets. We
networks are unreliable in nature due to fragile sensor silodaim at minimizing both coding redundancy and computation
error-prone wireless communications, and possibly hostitomplexity. Thus, the proposed coding scheme is able to
deployment environments. Moreover, sensor nodes are coesover the lost data packets with a high probability. Meezp
strained by energy, computation power and storage. Egistiwe examine the proposed coding scheme under two different
reliable transmission techniques designed for Interndtah network failure models, i.e.recoverable failure model and
hoc networks are not effective (if not infeasible) for sensgermanent failure model. The proposed schemes significantly
networks. In this paper, we study reliable communicatidncrease the probability for a destination to obtain alladat
techniques for wireless sensor networks. packets. Their computation complexity and communication

There are two categories of approaches for improvimyerhead are shown to be suitable for wireless sensor net-
communication reliability, i.e.reactive retransmission and works.
proactive transmission. In reactive retransmissions [6], [11], Our contributions can be summarized as follows:
[23], [25], the source node is notified to retransmit a lost « We develop an efficient coding scheme for use in proac-
packet until all data packets are correctly received at the tive transmissions in sensor networks. Parameters dritica
destination. This reactive approach has several disaalyast to our coding scheme, i.ethe degree of repair packets
First, retransmission is triggered by packet losses, which and thenumber of repair packets, are mathematically

I. INTRODUCTION



derived to minimize the communication cost and thsource node establishes a new path. However, this schdime sti
computation complexity, while ensuring that the lossuffers from a long communication delay since the new path
packets can be recovered with a high probability. is built on-the-fly after being notified of the packet loss.r&e

« We mathematically analyze the recoverability of ouduce the communication delay of the above scheme, a class of
coding scheme. The analysis provides a guidance for tradactive multipath schemes were proposed and studied hy [6]
ing off the reliability with the communication overhead[11], [23], [25]. In such an approach, a setabfer native paths
The computation complexity of the coding scheme iare established and maintained during the period when tiae da
examined and compared with other representative codipgcket is transmitted along primary path. Upon detecting
schemes. a failure on the primary path, the source node switches to

« We identify two different network failure models, i.e.,one alternative path immediately for retransmission. Haxe
recoverable failure model and permanent failure modéehe reduced delay is achieved at the cost of communication
and craft two reliable transmission techniques correverhead caused by the maintenance of alternative paths. In
spondingly. We analyze the expected performance obntrast, the proactive multipath paradigm employs mieitip
proposed technigues under both models. paths for simultaneous data transmissions [20], [26], .[27]

« We conduct simulations to validate our theoretical analydowever, without mechanisms for retransmission or regover
sis. The simulation results show that proposed codimj lost packets, this paradigm is limited to reduce the packe
scheme and proactive reliable transmission techniguess ratio only. High transmission reliability is not acree.
enable the destination to obtain all data packet wit@ur work combines redundant coding with proactive multipat
a higher probability, yet incurring less communicatiomouting to address this deficiency.
overhead than existing approaches.

The remainder of the paper proceeds as follows. The relaféd Coding Schemes
work is reviewed in Section Il. The detailed designs of the-pr Coding schemes have been widely adapted for fault tolerant
posed coding scheme and the proactive reliable transmissgmmputing for various forms of digital data communications
techniques are presented in Section Ill and Section IV, rBer reliable data communications, a source node, based on a
spectively. A performance evaluation is provided in Secio coding scheme, encodes the data packetsrigdair packets,
Finally, we conclude our work and discuss some future wofkom which a destination is able to recover the lost packets.
directions in Section VI. Thus, coding schemes improve the reliability at the cost
of transmitting additional repair packets. In the follogin
Il. RELATED WORK we briefly examine several representative coding schemes. A
The dynamic and lossy nature of wireless communicationgetailed analysis of the computation complexity for some of
hostile deployment environments, and vulnerable hardwatgse schemes is provided in Section 1I-D.
components on sensor nodes all pose challenges for reliableorward Error Correction (FEC) [3] is a type of error control
network communications in wireless sensor networks [37dode that uses redundancy (extra information) to detect and
[38]. Although existing reliable transmission techniqu@® correct errors caused by theisy channel in a communication
inefficient for wireless sensor networks, our work is infean system. The two main categories of FEC hlack codes and
and inspired by a number of research studies. In the follgwinconvolutional codes. Block codes work on fixed-size blocks
we briefly survey the related work to our proposal. Reliablef bits or symbols of predetermined size, while convolugion
transmission techniques are reviewed in Section II-A angdes work on bit or symbol streams of arbitrary length.

coding schemes are covered in Section II-B. There are many types of block codes, including Hamming
_ o ) code [13], BCH code [30] and Reed Solomon code (RS) [31].
A. Reliable Transmission Techniques The most widely used by far is RS code due to its nearly

The simplest reliable transmission technique is reactiek e optimal ability of error correction. Generally, RS encodes the
to-end retransmission. However, under this techniquejahh block’s message as points in a polynomial plotted over eefinit
packets have to be buffered at the source node before befiegd. The coefficients of the polynomial are the data symbols
acknowledged by the destination node. A large buffer sizd the block. In addition to correct errors in bit-level (in a
is not desirable for resource-scare wireless sensor netwoinformation stream or a data packet), RS codes are also used
Moreover, since the retransmission is triggered by NACK an packet-level (i.e., to recover lost data packets) [32pré/
ACK messages, both communication delay and communicgpecifically, each encoded packet (i.e., repair packet é th
tion overhead are substantial for highly unreliable neksor paper) is generated from a polynomial calculation avetata
Reactive retransmission at link-layer is widely employad bpacketsd,ds, - -, d,), i.e.,F(a) = dy+dia +- - -+d,a™ L.
highly unreliable wireless networks [36]. However, wherea sThe repair packets arfF'(1), F(a), F(a?),- - - }. By solving
of adjacent relay nodes on transmission path fail at the samset oflinearly independent equations, which are represented
time, link-layer retransmission fails to achieve transitie by the repair packets, the destination is able to recover the
reliability. lost packets. In RS codey is usually large to minimize the

Considering the limitations of link-layer retransmissioa- number of repair packets needed (i.e., onlyrepair packets
searchers have proposed that the source node retransiméts ame needed for recovery of lost packets in the optimal case).
notified of the broken transmission path (and packet loss) Moreover, its encoding and decoding is performed in time
any intermediate relay node (c.f., the destination nodeni e 6(n?) andf(n?), respectively and the requirement for memory
to-end retransmission) [15], [28], [29]. For retransnmossithe space is noticeable due to the polynomial operations. & thi



paper, we focus on the transmission reliability in packetl. has not been removed from the encoded packets. As such,
The proposed coding scheme employs much simpler XQRe decoding process can continue. However, this requiteme
operations for encoding and decoding. Hence, the computatincurs a large number of encoded packets (i.e., n origin@ da
complexity is significantly reduced. Moreover, we minimiz@ackets can be decoded from+ O(y/nin?(n/§) encoded
the coding redundancies by deriving the optimum degr@ackets with a probabilityy — ¢) during decoding process,
of repair packets, a critical parameter affecting both @& thwhich is an adversary for performing energy optimization in
computation complexity and the coding redundancies. wireless sensor networks. Moreover, LT code, not desigoed f
Convolutional code [9], [10], [35] is a type of error-recovering lost packets, does not take into consideratien t
correcting code in which an-bit message to be encoded ighe condition of the communication channel (i.e., the elgukc
transformed into an-bit symbol, wheren /n is the code rate packet losses), which however could be used to optimize the
(m > n). The encoding is a function of the lastinformation coding performance in terms of the computation complexity
symbols andk is the constraint length of the code. Longeand the cost of transmitting the encoded packets. Thus, in-
constraint lengths produce more powerful codes in terms gffired by RS code and LT code, our approach sends both
error correction, but the complexity of the coding scheme@riginal data packets and repair packets, and designs a two-
increases exponentially with constraint lengths. The riite step decoding process, which efficiently decreases the @umb
algorithm, which employs maximum likelihood estimatiorof packets required for decoding the packets. Moreover, by
approach to make inferences about the underlying probabiltonsidering the expected lost rate of the communicationcha
distribution of the given received bits, is universally ds&s nel, we take a different angle from LT code to analyze the
decoding algorithm for convolutional codes. To ensure thtegree of repair packets)(and the number of repair packets
error correction ability, convolutional code requires ahdt (k). Our designs aims at minimizing both communication
a constraint lengthk of 7 (usually less than 9) and a codecost and computation complexity to achieve a satisfactory
rate m/n of 1/2 (i.e., the coding redundancies is the sang@mmunication reliability.
as the original data). Compared with RS codes, convolutiona
codes has much less computation complexity, but incur nighe I11. DESIGN OF ACODING SCHEME
coding redgndancies a_md works yvell with the communicationln this section, we discuss the detailed design of our
channel with lower signal-to-noise (SNR) rate. The sar%

bl ists in th b de [2 h oposed coding scheme. The basic idea of encoding and
problem exists in the Turbo code [2]. Moreover, event thou coding is presented in Section IlI-A. The mathematical

being appli.cable, convolutional nodes ugually are not usg alysis of the tradeoff between thiegree of repair packets

for recovering .lOSt d_ata p_ackets_(whmh IS the focus of OWhd thenumber of repair packets, which are critical parameters

study), due to Its quickly Increasing requirement O_f MEMOBr determining the computation complexity and the codieg r

space for encoding and decoding with the increasing amoyt, jances is presented in Section I1I-B. Section I1I-C i

of information. . the expected performance of proposed coding scheme. ¥inall
Another class of coding schemes [4], [21], [22] wer&gction 111-D analyzes the complexity of the proposed cgdin

proposed for thedigital fountain paradigm [1], [24], which schemes and compares it with RS code and LT code in terms
is designed for delivery of a large amount of data over high ihe number of arithmetic operations.

bandwidth, high latency Internet links. These schemes, by

using simple XOR operations for encod|r_19., reduce the corg- Encoding and Decoding

putation complexity at the cost of transmitting more encbde i _ ) ) )
packets. For instance, in Luby Transform (LT) code, each!n this section, we describe the encoding and decoding
encoded packet is generated by applying XOR operations of&pcess of proposed coding scheme. Without causing con-
~ original data packets, where the(1 < ~ < n) is randomly fusion, we call the encoded packets as repair pack_ets that
selected from some distribution. By successively sendieg t2'€ used for recovering the data packets lost during the
encoded packets, LT code ensures that no matter when fRgiSmission. The process of a source node generating ia repa
destination starts to receive the packets at whateveritage, Packet is conceptually very easy to describe. We define the

able to decode all data packets as long as an enough numbél&giee Of a repair packet as the number of data packets used
packets are received (regardless of their order). For degpd [© 9enerate a repair packet, denotedhbyEncoding involves

all encoded packets with — 1 are first decoded, sincetN€ following two steps:

they are data packets themselves. At each subsequent step,randomly choosey distinct original data packets, which

a randomly selected, already decoded data packet is removed are calledinputs of the repair packet;

from all encoded packets that have this packet encoded. This generate the repair packet by exclusive-oring) (its
process stops when all original data packets are decoded INnputs

from the encoded packets. LT code performs encoding andrigure 1 illustrates the encoding process, where eachrrepai
decoding with a much lower computation complexity than Racket (denoted by;) is produced fromy = 3 randomly
code, which is very attractive for resource-constraineghss chosen data packets out df,...,d,. Our coding scheme,
sensor networks. However, as LT code only sends part of thienilar to some existing schemes [4], [21], employs XOR
original data packets (i.e¢ln(n/d) out of n original data operations such that the computation complexity for both
packets for decoding with a probability — §; ¢ is some encoding and decoding (described below) is minimized.
suitable constant > 0), it focuses on the distribution of When using the repair packets to recover the original data
such that there is always at least one decoded data packet plaakets, the destination needs to know the degree of repair



of the first step. Moreover, solely using this methoone
of the lost packets can be recovered if not enough number of
repair packets are received. In contrast, with the first diecp
step, the destination is still likely to recover some of lost
packets, even when the number of repair packets received is
less than the number of data packets lost. Therefore, oigrdes
takes advantages of both schemes by incorporating them into
a two-step decoding process.
Fig. 1. Encodingy = 3 Comparing with RS code, our coding scheme, involving
XOR operations only, is obviously more attractive for sen-
packetsy and the inputs of each repair packet. The simplesor nodes which have constrained computation and storage
way for conveying this information is to include it intocapabilities. However, this simplicity raises criticalsearch
each repair packet. However, the communication overheclgiallenges on other performance aspects, i.e., the rassstn
is proportional toy. To minimize this overhead and henceand the communication cost. In this coding schemend
conserve energy, we let the source node and the destinatiomre critical parameters for the proposed coding scheme.
employ the same pseudo random number generator (e@ptermining the number of data packets encoded into each
linear congruential generator). Thus, the source only neepair packet,y has an important impact on the ability of
to send theseed of the random generator with the repairecovering the lost packets and the computation complexity
packet. The seed together with packet sequence id is useddbthe encoding and decoding process. On the other hand,
generating/re-generating the ids of data packets (i.pyt#) k, representing the coding redundancies, also affects the ro
used for encoding a repair packet. bustness of the coding scheme. Therefore, with a satisfacto
After identifying the inputs for each repair packet, the tnexprobability of recovering lost data packets, we aim at degv
step is decoding these repair packets to reconstruct the e value ofk such that the communication cost is minimized,
data packets. The decoding process consists of two stefbile keeping the computation complexity as low as possible
The first step is similar to the decoding process used Bg well. In the following, by deriving the key design paraemet
LT code [21]. More specifically, the destination node digidey and & of proposed coding scheme, analyzing its expected
the received packets into three sets. The first set condistsgperformance, and examining its computation complexities,
unprocessed data packets, the second consistspofcessed carefully examine our design choices.
data packets, and the last set holds all the repair packets.
Initially, all received data packets are in the unprocessetd B. Analysis of v and &
and the processed set is empty. For instance, ifata packets A necessary condition for recovery of all lost data packets
are lost, the unprocessed set has- m packets. Moreover, is that the repair packets received at the destination hasle e
at the beginning of the decoding, all repair packets have thgst data packet encoded at least once. Otherwise, theagcov
same degree (i.es; = 72 = ... = 7). At each subsequenthas no way to succeed. The degree of repair packdssa
process, the destination randomly picks a data pa¢kébm key design parameter for this condition. As one can expect
the unprocessed set and scans the repair packet/sés. that if v is small, each repair packet encodes a small number
removed from the repair packet that encodesi; and v; of data packets, which leads to a low probability that a lost
decreases by 1. Wheyy = 1, this repair packet is completely packet is covered by the repair packets. Thus, more repair
decoded and is moved to the unprocessed set. After scanniagkets, i.e., largek (reflecting the communication overhead)
all repair packetsy; is moved to the processed set. The abovgre needed to achieve a high recovery probability. On the
procedure stops when the unprocessed set is empty, or@ll sher hand, ify is very large, the computation complexity
data packets are recovered. [21] has shown that to recdverofilboth encoding and decoding processes increases at least
packets with this approach, a large number of repair packétsearly. More importantly, it becomes harder to decode all
are needed. However, this is against our goal of designirgpair packets. Considering the first decoding step withigela
a low-overhead reliable communication technique. Theegfo, it is less likely thaty reduces to 1 after removing all
we design the second decoding step, which takes place if theeived data packets from the repair packets, which sesult
first step stops without recovering all data packets, butifga in a decoding failure. For the second decoding step, when
some of repair packets un-decoded. ~ is very large, it becomes more difficult to forfmearly
In the second step, the destination collects the remainimglependent equations. The impact of on the coding per-
repair packets that have not been completely decoded by femance will be further studied by simulation experiments
first step, and views each repair packet as an equation witlsection V-A. In the following, we derive the expected number
number of variables (i.e., the lost packets not recoverdfl yeof repair packets required for recovering lost data packets
Therefore, decoding the remaining repair packets is a psocand anoptimal ~, such that the number of repair packets
of solving a set of equations and the solutions are the lastminimized without dramatically increasing the compiatat
packets. In fact, this step can also be independently used ¢omplexity or jeopardizing the effectiveness of the dengdi
decoding without the first step. However, there are two neasqrocess.
for us not to do so. First, the complexity of solving a set of Since a source node, at the time of encoding, does not have
equations is a quadratic growth in the number of equatiortbe knowledge about which data packets would be lost during
which is much more significant than the decoding complexityansmission, the above requirement of covering all losa da
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packets by the repair packets becomes that each data pack&b solvem variables fromk equations, at least: linearly
has to be encoded (or covered) by at least one repair packeiependent equations are needed. Without loss of getyerali
The question is how many repair packets are needed to satis® assume then lost packets areiy,---,d,,. Thus, the
this requirement. This is similar to the classiballs and bins packetsd,,1,--- ,d, are correctly received. Let, - ,rg
process [16], which states that a number of balls are thrown tbe thek repair packets received. Thus, the destination node
a collection ofn bins, and each ball goes into a random bin. Inan obtain the following: equations fronk repair packets:
order to have at least one ball in each bin, how many balls are

needed. Considering our problem, thebins are analogy to

the n data packets, and each repair packet represebtls. a11d1 D a12de & ... B aymdy, =11 D El m1 a1:d;

Let X; be the number of balls that are thrown such that a ney as1dy @ aseds ... B asmdm = 72 ® Zz m1 @2ids

bin is hit giveni — 1 bins already contain balls. After— 1

bins contain balls, a new ball hasa! chance of hitting the Apmdy © apady @ ... O akm,dm =" agids

i—1 bins, and a — =+ chance of hitting a new bin. Thus;; =

follows a Geometric distributionX; ~ Geometric { — ). \here % denotes XOR summation. We define repair
Let X denote the number of balls thrown beforesalbins are matrix A(; h)

non-empty,
X:Xl +X2+Xn (m)
ai1, @12, -+ G1m ( )
. 1 . m
Given ]E(XZ) = T(-1)/n’ we obtain A(l,h) — az1, 422, -, A2m ,
" 1 "1 a, a2, -y Am a(m)
E(X) = —_— = - =nH, l
(X) ;1—(2'—1)/71 ";z "

_ _ _ where | denotes the number of rows in a repair matrix,
As the harmonic seriel,, = Inn-+r+O(2), we approximate and . denotes the matrix rank (i.e., the number of linearly

E(X) asE(X) =nlnn independent rows). The destination node is able to build a
Sincek denotes the number of repair packets collected anghair matrix based on received repair packets. When itsrrepa
each repair packet representsdalls, we must have matrix A(l, h) satisfies that = m, all m lost packets can be

recovered and = k is the number of repair packets needed.
We analyzeE (k) in the following.

Initially, the destination has an empty repair matAf0, 0).
We now analyze the expected number of repair pack&ts)j Adding a(m) (obtained from the first repair packet) to repair
needed to recovemn lost packets. To simplify our discussion,matrix A(O 0), the destination getd(1,1), if and only if
we does not consider the impact of the first decoding step
since it only helps to reduce decoding complexity. Hence, th Z ay > 1
problem now becomes solving variables fromk equations.

Based on the encoding process discussed in Section Il

. . . r—Adr simplicity, we assume that a packet has an equal prob-
g" ?ﬁgkfgi}élcwgégg ﬂ:f,iﬁﬁgkg ﬁoa\:vr:g rergzltrrigar%ﬁ:zﬁw ability of being selected and not being selected by a repair
y ' 9 ' packet. Thus, the probability ol (0,0) transiting to A(1,1)

k-v>nlnn Q)

r dy i after addinga1 is1-— 2—,", and the probability ofA(0,0)
I, ds transmng t0A(1,0) is 2m. Given A(1,1), a newly added m-
: dy tuple a2 is able to increase the rank of repair matrix (i.e.,
ar | o dy | _ dp, A(2,2)), if and only if the new tuple is not all 0's and not
a2 ards & arzdy ... & dindn |7 equal toa!™. More generally, given a repair matrix(Ah),

dn az1ds @ azedy @ ... © azndn the matrix rank is increased by one after adding a new m-

tuple, if and only if the newly added tuple is not the linear
combination of the previous rows. In other wordsA(l, h)
wherel,, is a diagonal matrix with all diagonal elements equdlecomesA(l + 1, + 1) when
to 1. Each vector;, formed randomly by the source node,

. o ) N ., (m) (m) (m) (m)
consists of a random combination of 0's and 1's (ig;, = cray tcray . tepay,  Fag,
0 or 1), such that:

ag

L ar1di @ arada @ ... © apndy

wherecy, ¢, - - - , ¢, are constant values equal to 0 or 1 owing
J=n to its binary linear combination. There are totall§ cases
> aij =~,wherel <j<nand1<i<k that addinga;.; does not increasel(h,()'s rank. Thus, the
i=1 probability that addmg a m-tuple td(l, h) results inA(l +

For the matrix at the right-hand side of the equation, thé firs, A + 1) is 1 — 2.
n rows are the original data packets and are always sent agigure 2 depicts the probability transition of the rank of
they are, and the remaining rows are the repair packetshwhrepair matrix increasing from 0 up ta. Let S(¢) denote the
are also sent to the destination for possible packet regoverexpected number of m-tuples needed for reaching rarfilom



i
2%" ém 2271 recovered? We denote this probability By, m). To simplify
2 C ) the analysis, we assume the rank transition of repair matrix
1 1 7 2 1 oi-1 1 2 1.2mt A(l, h) follows the state transitions shown in Figure 2. Let
2" 2m om om om

P(m,m) denote the probability that: repair packets can
recoverm lost packetsP(m,m) (equal toY (m,m)), is given
Fig. 2. State Transition Diagram for Repair Matrix by:

statei, we obtain the following equations: 2m —1 2m-l_q 1

) ) P(m,m) = g TgmIT 3
S(0) = (35) (S(0) + 1)+ (1 = 2¢) (S(1) +1)
S = (2:) (SM+1)+ (1= 2:) (52) +1)

Similarly, let P(m+1, m) denote the probability thakactly
m+ 1 repair packets can recover lost packetsP(m-+1,m)
is derived as:

S@) = (fm) (S(i)+1) + (1 - 22—,") (S(i+1)+1)

By recursively applying the above equations, we obtainP(m + 1,m) = P(m,m) (L + % +...+ 1)

the expected number of repair packets (denotetl(@&s) for 2 2 2

recoveringm lost packets as follows Denoted byY'(m + 1, m), the probability ofm lost packets
being recovered fromn + 1 repair packets as follows:

1
E(k) = 5(0) = ’7m+221_1“ (2) Tim+1,m) = P(m,m)+ P(m+1,m)
=t 1 1 1
Given the sum of the degree of repair packets (in Equa- - P(mvm)<1 tomtomat Tt 5)
tion 1) kv > nlnn, we derive the average degree for each om+l _ 1 om _ 1 22 _ 1
repair packet is = omr g v T
E(y) > MIN{ n, {mn lnn-‘ } 3) Similarly, we derive
1
m+221—1 m+2 m+1 3 _
i=1 2 1 2 1 2 1
T(m+2,m)= e e R ¢

The aboveE(k) and E(~) are derived by aiming at min-
imizing the number of repair packets needed for recovering
all lost packets with the minimum computation complexity, 2k 1  2k-1_1 ok—m+l _ 1

. o e . Y(k,m) = . P
such that the data communication reliability is achievethat ok 9k—1 9k—m+1

minimum cost. In the next section, we further analyze and jgnce giverk repair packets ang, the probability ofm

verify our results. .
P{UBE} Y (k,m) (4)
i=1

C. Analysis of the recoverability

As we pointed out, to fully recover lost data packets, two
requirements have to meet. First, all data packets have to be _ ) )
encoded by at least one repair packet. Second, given thasedg: Analysis of Computation Complexity
decoding step, at least linearly independent equations are The recoverability analysis of the proposed coding scheme
formed out ofk repair packets. In this section, we deepen oum the previous sections offers guidance for designing asbb
study and investigate the probability of satisfying the \abo coding scheme at a low cost. In this section, we further

two requirements givery and k. study the computation complexity of our coding scheme and
First, we consider the probability of ath lost data packets compare it with RS code and LT code.
being encoded by at least one repair packet giverepair Instead of only considering the number of operations with
packets. LetB; be the event that a lost data packél < i < traditional Big-O notations, we look deeper into the approx
m) is not covered by any repair packet, mate number of arithmetic operations for each coding scheme
i This is because, given the extremely constrained resource o
P{B;} = (1 — %) each sensor node, executing different arithmetic operatio

. ] have very different requirements for memory space and clock
Thus, the probability of aln lost packets being covered bycycles, which in turn determines the time and energy cost of
at least one repair packet is an operation. Taking sensor nodes in [12] as an example, one
addition, subtraction or XOR operation takes one clock eycl
"G m AR\ only, one multiplication operation takes 6 clock cycles,leh
P {U B; } = (1 - P{Bi}> = (1 - (1 - g) ) one division operation takes up to 37 cycles. Moreover,@ens
=1 motes [14] even does not support division operations, which

Now we study the second requirement: givénrepair requires the compiler to transform the division into other
packets, what is the probability of ath lost packets being operations, which further complicates the overall comiaiia



| [ XOR [ADD | MUL [ DIV |

Our Coding Schemd 2nInn ~ nlnn + n? 0 0 0

RS codes 0 nm+n3 | nm+n3 | n3

LT codes (n+1D)(nlnn+/nin’n) | 0 0 0
TABLE |

BREAKDOWN OF ARITHMETIC OPERATIONS FORTHREE CODING SCHEMES

The impact of the computation complexity on energy angbsed coding scheme needs to be customized according to the
storage cost is easy to understand. The latency of an operatiardware features of current sensor nodes (e.g., 4Mhz 8-bit
may also have an impact on the data transmission rate. MéfEMegal28 CPU from Atmel, 4KB RAM, 128KB program
specifically, when an encoding process is long (i.e., takiritpsh, 512KB data flash [14]). Similar to the implementation
more clock cycles), it is more likely that the data transmiss of RS code [17], each data packet is divided into small sub-
rate is constrained by the rate of generating repair packetsdata packets (e.g., 8 bits) and encoding is applied over a set
the source node. In this section, we estimate the approgimaf sub- data packets. Each repair packet then consists of a
numbers of different types of arithmetic operations in botbet of sub- repair packets and the destination node each time
encoding and decoding processes for the proposed coditegodes a sub- repair packet.
scheme, RS code, and LT code, which gives us a general idea
for the complexity of these coding schemes. IV. ANALYSIS OF PROACTIVE RELIABLE

First, for RS code, each repair packet is creatediy) = COMMUNICATION
do + dia + - - + d,a™ L. This polynomial equation can be
calculated by(((d, « + d, — 1) @ + dp—2) a + -+ ) + dp.
Therefore, encoding each packet requiresmultiplication

operations and addition operations. Fom repair packets, failure model, and analyze the communication performance.

a total of nm multiplication andnsm addition operations is To be focused, the failure models exclude the network fail-
used. We assume decoding uses the Gaussian Elimination, the

total computation complexity i€)(n?), which includes ap- ures that can be recovered by the link-layer retransmission

proximatelyn® multiplication,n? division, andn?® subtraction although our proposal can be used together with link-layer
operations [33] ' ' retransmissions to improve the communication reliability

For LT code, [21] shows that each repair packet encOdFezst'acoverable Failure Model. In this model, the path failure

Inn data packets on average, and at leastt \/mng n) IS temporary. More precisely, each packet forwarded along a

repair packets needed for decodingdata packets (since path has a probability of failure, which is however indepamtd

LT codes only sends the repair packets, not the data pag‘?_m that of other packets forwarded along the same path. Re-

ets). Therefore, the source needs at léast(n -+ /miIn’ n) coverable failures could be caused by short-period admersa

XOR operations for encoding. The decoding process nect snd|t|ons, e.g., radio interference, communicationisiolh,

: ; and network congestion. To overcome the recoverable &sjur
n Inn XOR operations for each repair packet, thus a tot S . : .
B . . e existing studies adopted either reactive end-to-eindns-
of (n Inn(n+ /nln°n)) XOR operations is consumed for__~ = . o .
: mission or proactive transmission that sends several sopie
decoding all packets.

%1; rpackets: along different paths [5], [26]. As we pointed out

Now turn to our proposed coding scheme. Since each rep. . : S
packet encodes original data packets, the total number of? Section Il-A, both approaches involve significant overthe

operations involved in generatiig—= m + >.™ , 1/(2i — 1) gue to cokntrol_message_s in react|veh a['z/ﬁ)roach and (;upllca'ge
repair packets i -+ = nlnn XOR operations. For decoding, ata packets in proactive approach. Moreover, end-to-en
in one extreme case, all repair packets can be decoded Blransmission suffers from prolonge.d commumcauomdela
using the first-step decoding process, which requirésn ere we propose a redundant-coding based proactive trans-

XOR operations. On the other hand, it is possible the firQqission approach to overcome the recoverable network fail-

decoding step does not recover any lost packet. In this ca S with the objective of minimizing both communication

the decoding requires approximatelj XOR operations in elay and communication overhead. More specifically, given

total. Table | summaries the breakdown of different arittime agcekzttléan dO; prae(;kse(;[nlgtilse r?]ter’ngesrogfmfe n;)_(:e ::Egtss al r?.?;]a
operations needed for each coding scheme. P u pair p whi

As we can see that compared with RS code, our co@™ generated based on the encoding scheme discussed in

ing scheme requires a much less number of operations %ctlon I-A. The destination, by decoding the receivehie

involves simple XOR operations only. Our scheme in th alllf)ke.tr?’ 'Seafbrlet ;(r)]alrecg\:re“ra :250 l(:t dr%tgag)_?::kef[s&llir: the
best case has less computation complexity than LT co glowing, we firs yz Very p iy giv

while even in the worst case, the computation complexity total of K repair packets is sent by the source node. Given

still competitive, considering a much less number of pas:ke? packet loss probability, the total number of repair packets

needed for recovering all lost packets. The above discussiéeceived at the destination node (denoted by a random lariab

give us some insights for the complexity of our scheme, R@ follows a B|nom_|§1l d|str|_but|on, as each packet has an
code, and LT code in terms of computation, storage. aHédeper_]dent probablllt_y of failure. Let, be_the total number
latency. More detailed evaluation of the computation ca#t w0 repair packets received at the destination node. Thus,
be our future work. _ ([ K K, K.—K,

To implement our proposal on real sensor nodes, the pro- P{Z =K} = < K, > (1=p)%rp ’

In this section, we apply the proposed coding scheme
to proactive transmission under two representative nétwor
failure models, i.e.recoverable failure model and permanent



which can be approximated by a normal distribution withariabley; denote the event that all repair packets forwarded

expectationK (1 — p) and variance,/ K(1 — p)p. along pathi (1 <i < s) can be received by the destination. If
Hence, combining with Equation 4, the probability thatpathi fails, all the repair packets (and the data packets as well)

given K, the destination is able to obtain all packets undeent along this path are lost such that= 0 andP{y; = 0} =

recoverable failure model is p;, otherwisey, = 1 andP{y; = 1} = 1 — p;. y; follows a
K - Bernoulli distribution. LetY” denote the total number of paths
- _ ) cl that successfully forward the packets, i¥.= >7_, v;.
Z P{Z=K}-P {U B } T (K, m) In the following, again, we first analyze the recovery prob-

Ky.=m J=1 . . . .
Recall that in Section IlI-B, the parameter of the propose"i‘:ib'“ty given that a total ofi(, repair packets is sent by the

coding schemd(k) is derived without assuming any packe?ource node. Lek’, denote the total number of repair packets

) . Jegeived at the destination. Thus, the total number of ghtkts
losses. Now we derive the number of repair packets nee e essfully forward the packets is K,/K,]. Combinin
to be sent by the source nodg,(k), such that at least(k) y b e 9

(Equation 2) repair packets are received at the destinaf with Equation 4, the probability that, giveld,, the destination
obtains all data packets under permanent failure model is

have
1
P{Z2E(k)}=1-F{Z<E}) - ) (5) K, K m
PY = LIV P B L. Y(K,
Given the cumulative density function f&f which follows Kz;m { [ K -‘} {L_Jl ! } (Ersm)
a normal distribution, . =
1 - When all paths have the same probability of failpre
O(2)=P{Z<z2}==|1+erf| =],
@=pizza =g [een( )
2 s K, s K s K
where erf-) is the error function and eff) = [ e* dt. IP’{Y — FKT-‘ } - { K. w (1—p)l =T pe IR
Sinceer f(—z) = er f(z), Equation 5 can be rewritten as K s

We next derive number of repair packets needed to be sent

1

P{Z > E(k)} = 1 + lerf E, (k)1 —p) —E(k) +3 by the source nodeE,(k), such that at leadE(k) (Equation
22 2E,(k)(1 —p)p 2) repair packets are received at the destination. Baseteon t

Thus, the solution t&; (k) - P{Z > E(k)} = E(k), which Central Limit Theorem, we have

can be numerically solved, is the desired number of repair S =S (1 —py)

. . Ynorm — i=1 i=1 ~ N(O, 1)
packets sent by the source node with the proposed coding 5
scheme. 2i=1 il = pi)

Permanent Failure Model. This model assumes that a net- Hence,
work failure is permanent or longer than the maximum delay
that one data communication can perceive. Thus, when éailur SE(R)] _ NS (] —
happens, all packets routed along the path are lost. Thisdin P {YW,W > [5G | =2 pl)}
failures is usually caused by the network dynamics, makunc B o il —pi)
tions of sensor nodes, or adversary environmental comditio [EE((]’:)W — 1= (1 —p)
(e.g., fire and flooding). To overcome permanent failuresstmo = 1= P{Ynorm < T } (6)
existing studies [11], [23], [25] employed a reactive npdth im PR
scheme to retransmit the lost packets along a new path or,. . . . . .
a proactive multipath scheme to send different packetsgalon Similarly, the cumulative dens_|ty.fun_ct|o.n for variable
different paths. The reactive multipath scheme has na&gatf\b"”‘t follows a standard normal distribution is
impacts on communication delay and energy efficiency. On
Y
[1 T erf ( ﬁ)}

the other hand, the proactive multipath scheme without re-

covery incorporated, has limited capabilities of imprayin ©(Ynorm) = P{Ynorm <y} =
communication reliability. Therefore, we propose to conebi

our coding scheme with proactive multipath transmission to Thus, Equation 6 is rewritten as
increase packet recovery rate.

N =

We assume that all paths are mutually disjoint, i.e., thgpat [LEE] 5™ (1 py)
do not share the same nodes, which can be formed by the P{Ynom > Lolb) ] }
algorithms proposed by [19], [27]. A path, indexedias = > iz pi(l—pi)
1,---,s), is assigned a failure probability;, wheres is the 11 (i -p) -5 +3
total number of paths used for communication. Since theze ar = 3273 erf 23 pi(l—py)

no common nodes among the paths, the failure probabilities

of paths are independent in the sense that success or failur . [ 1-Yi, (1-p))

of one path does not imply the state of another. Moreover, thelFhe solution td&, (k)P Ynorm > VX pi(l—ps)

estimation of the number of lost packets has been studied E(k) is the desired number of repair packets sent by the source
under various network conditions in the literature [7],][118t node with the proposed coding scheme.
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V. EXPERIMENTAL RESULTS ours : (E(k) o |
. . ) . Ours: simulated k ——
In this section, we present our simulation results, fromg 25| LT code = ]

which we expect to further understand the performance trades RS code -~

off between the communication reliability and overhead foré 20 1 1
the proposed coding scheme under both recoverable and pe&
manent failure models. Moreover, we intend to, via simalati &
validate the theoretical results obtained in Section Ildan <
Section 1V, which provide important guidance for selecting g
the coding parameter to achieve reliable communication at &
low cost. In the following, we examine the performance of Z
our proposed coding scheme by comparing with two state-
of-the-art coding schemes (i.e., RS code and LT code, which
are described in Section I1-B) in Section V-A. Section V-B
and Section V-C evaluate the strategies which leverage the Number of lost packet (m)
proposed coding scheme in proactive transmission paradigm (@ n=10

for recoverable and permanent failure models, respegtivel

In the simulation, we do not assume a specific data rout- ' N ' '
ing algorithm, rather compare the proposed techniques with 100 - e
existing reliable transmission techniques including enénd
retransmissions, reactive multipath transmissions aoaqpive
multipath transmissions. We implement all the schemesmunde

al

ket (K)

80 | P -

ac
o

comparison in MATLAB and C++. The performance results g 60 | v o i
are obtained by averaging the results over 100 runs for eacly e
scheme. 5
= 40} _ .
g ; v
A. Study of Proposed Coding Scheme § 20 | . 0urszoslijr§wsu'|z§Fe(cli()|Z L_
This section evaluates the effectiveness of proposed godin RLg gggg ——km
scheme (Section 1lI), which is expected to recover the data 0 , , , .
packets lost during the transmission. 0 20 40 60 80 100
Figures 3(a) and 3(b) plots the number of repair packets Number of lost packet (m)
(k) needed to recovem lost packets for a variety of values (b) n = 100
of m, givenn of 10 and 100, respectively. We compare the
simulation result of our coding scheme with those of LT Fig. 3. Proposed Coding Scheme

code and of RS code. Moreover, in order to evaluate the
performance of the expected number of repair packets)) intuitions and provide more insights. As we expected, when
derived from Equation 2, we also plot the theoretical resujt is small, more repair packets are needed to fully recover
of E(k). Both Figures 3(a) and 3(b) show that for our codinthe lost packets. However, when is large enough (e.g.,
scheme, the theoretical result Bfk) matches the simulation v = 11 for the case ofn = 40), the coding scheme reaches
result of & well. Comparing with different coding schemesthe optimal number of repair packets (i.&.,= m); further
as we pointed out earlier, RS code is able to minimize tliecreasingy does not further reduces the repair overhead.
number of repair packets at a high computation cost. Thus,NMore interestingly, wheny is very large (e.g.;y = 82 for
terms of the number of repair packets needed (transferrednto = 20), the number of repair packets needed increases
communication overhead), RS represents the best case. @tamatically. This is because when too many data packets are
figures show that the performance of our proposed codiegcoded for each repair packet, more repair packets aredeed
scheme is close to that of RS. On the other hand, LT code,constructn linearly independent equations. We marked the
which is not designed for transmission recovery, signifilyan derived~ (from Equation 3) for differentn’s in the figure.
increases the number of repair packets needed. It is olaserfer instance, whemn = 20, the derivedy = 21; and when
that the simulation results are consistent for= 10 and m = 60, v = 8. We observe that the derived approaches
n = 100. Therefore, in the following, we only present theclosely to theoptimal ~ which yields the minimum number
results withn = 100 to save space. of repair packets while incurring the minimum computation
Next, we study the impact of the degree of repair packgts (overhead. This is appreciated by sensor networks withdiit
on the performance of proposed code. As we have arguedcsmputation powers and energy resources.
Section IlI-B, with a largery, more computation is involved The above performance study has shown that by carefully
since more data packets are encoded and decoded for esalbcting the degree of repair packetg) based on our
repair packet, but a less number of repair packets are eeghbecinalytical result, the proposed code is able to fully recove
to cover any lost packet. Figure 4 shows the impact oh the the lost packets with the minimum number of repair packets
communication overhead (i.e., the number of repair padetsand the minimum computation overhead. In the following
given different values ofn. The simulation results verify our two sections, we investigate how the proposed coding scheme



. . . . . . . . . second scheme, calledgregated NACK, the destination waits

140 | m=20 e 1 until it receives all the non-lost packets, and sends only on
120 L | mfgg — i aggregate NACK message for all missing pgckgts. As one can
| m=80 % - expect, the separated NACK may incur a significant overhead

100 | | 7 for NACK messages with a short communication delay, while

/" the aggregated NACK could suffer from a long communication

L R e delay with much less NACK overhead. In the following, we
compare our approach with both of the NACK schemes.

Figure 5(b) shows the communication cost for achieving

60 | &/\‘I'—I"l—'l'—l"l"l'”l'”l'"l”l'"I'—I"I"I'—Irrlrr/”

Number of repair packets (k)

40 || + a 100% communication reliability. In addition to the sim-
ey J ulation results of proactive reliable transmission, sefeat
20 Teeee 000000 0o 1 NACK, and aggregated NACK schemes, we also plot the
0 . .? L theocratical result of the communication cost for proagctiv
10 20 30 40 50 60 70 80 90 100 Mmultipath transmission with the proposed redundant coding
Degree of repair packet scheme (i.e.n + K, whereK, is derived in Section IV). We
observe that the simulation result for the communicatiost co
Fig. 4. Degree of Repair Packefs(n = 100) is very close to our analytical result. Our approach corlgtan

outperforms both NACK schemes under various values of

p, i.e., 30% less packets than aggregated NACK and up to

45% less packets than separated NACK schémdeanwhile,

the communication delay in our approach is expected to be

lower than both NACK schemes, since the destination does

B. Proactive Reliable Transmission under Recoverable Fail- not need to send NACK for retransmissions, which causes

ure Model another round trip delay. The quantitative evaluation @& th
First, we study the impact of communication failure probscommunication delay is left as a future work.

bility p and total number of packets sent by the source node

on the performance of proactive reliable transmission®&te C. Proactive Reliable Transmission under Permanent Failure

proposed in Section IV. We defirmmmunication reliability Model

as the probability of a destination node obtainiag data The proactive reliable transmission technique under per-

packets (with possible recovery). The metcammunication manent failure model takes advantage of multipath. In this

cost Is d.efm.ed as the Fotal numpgr of packets involved 'Yection, we compare the proactive multipath transmissioh-t
communications, including the original data packets, nedu

; [ h i h i i
dant repair packets, and NACK/ACK control messages. nigue based on the proposed coding scheme against reactive

. L o ultipath transmission in terms of communication relidypil
In Figure 5(a), we study the communication reliability Og1 P p

d H ltinath t o h nd communication cost defined in Section V-B.
proposed proactive multipath transmission scheme on g-axi We first study the coding based proactive multipath trans-
by varying p on X-axis from 0.1 to 0.5 and varying the

o5 4 : mission. Figure 6(a) plots the communication reliability b
communication cost (i.en + X,) on Y-axis from 100 to 250. ?ing the total number of packets sent by the source node

. v
Whenp increases, the source node has to send more paclﬂa , communication cost). Each curve in the figure reprsse

(moreK,) to achieve the same level of reliability. Furthermorea different number of paths)used for the proactive multipath

communication reliability is not linear to the communicati transmission. As we can see, the proactive transmissioa doe

cost. More specifically, before reaching a certain three}z,holrhot necessarily improve the probability of a destinatiotab

increasing number of (repair) packets sent by a source ng 8 all
) o 2 o packets, even though the total number of packets re-
almost does not improve ihe reliability probability. Thisbe- ceived by the destination does increase (which is not shawn i

cause that the fir_st (_jecoding step has Iimitation for reanger the figure). We use an example to explain this fact. Assuming a
lost packets, .wh|le in the second dgc_odlng step, therg aref‘gﬁure probability ofp = 0.2 and 20 out of 100 data packets

gnough repair pacl'<ets to fqrm sufflmem number of IInearXre lost. Thus, approximately 22 repair packets needs to be
independent equations, which results in no recovery of '0§ém to recover the lost 20 packets. If all packets are routed

fhargzit;;t t";‘]l.lg ?Q;ﬁ).ﬁf}e COFQL'I‘”F‘;]‘;?EQQ‘&‘;O?; rleoaO%Des artDE“rt:fi\'()ng one path, there is a 80% chance that the destination
» U 1ability quickly I - receiving all packets (even without recovery). Now assigmin

ob_serye with h|gherfa|lgre lprobab!h;y the commun_|cat|on the total number of packets are divided into two equal-size
reliability grows slower with increasing communicationsto sets, which are sent along two disjoint paths each with0.2

'_I'o further e\(alqate the performance Of_ proposed proactiy[eor;ly one path succeeds, 50 data packets are lost, which
reliable tranls;r_ussmn .un??vr\'gzcéo&/ er:;]xble falllurs rtr;]oderl]cwe— cannot be recovered by the 11 repair packets received frem th
pare our soiution against tvix SCNEMES. 1n DOIN SCNEMES, (o path. Thus, even though the probability of the destina
the destination, once detecting the lost packets (e.g.abkas receives nothing is dramatically reduced@ * 0.2 = 0.04,

sequence number), sends a NACK message to the source NP9 estinati | I kets when both path
for the missing packets. In the first NACK scheme, called estination can only recover all packets when both pains

SEparated NACK, the destination sends a NAC_:K for e_aCh_ lost 1The gain of our approach over NACK schemes further increasesyw
packet to the source node for retransmission, while in thefurther increased.

improves communication reliability under recoverablduia
model and permanent failure model, respectively.
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succeed which hag a probability 0f8 « 0.8 = 0.64, lower with the primary path, the reactive multipath transmission

than that of transm!ss!on along only one path. stops when both primary path and the alternative paths fail.
However, transmlssmn along one path Wh'.Ch pould' ha\{e assume the same number of paths used for both reactive

permanent failure cannot ensure the communication rétiabi and proactive approaches & 10). As we observed from

Figure 6(a) shows that by increasing the number of packtﬂ;% figure, the proactive scheme constantly sends less mumbe

sent by. th.e source node_ (ie., the commumcgﬂon o8t . of packets than the reactive scheme for achieving the same
transmission along multiple path eventually is able to @i |0 q| of rejiability. More importantly, we observe a draiat

a 1000./0 reliability. Moreover, we obsgrvg that the.more F’a‘ crease of the probability of a destination obtaining athd
used (."e'.’ Iargelg),othe I.ess. 'communlcatlon cost Is requiredh, ckets in reactive multipath transmission wheincreases.

to achieving a 100% reliability. et the proactive scheme maintains a very high probability
round 0.95 in all cases. Furthermore, this high reliahbilit

BEhieved by the proactive scheme has even less communi-

and of reactive multipath transmission schemes. By varyiigyion cost than the reactive approach which has much lower

the probability of path failure from 0 to 0.5, we Studycommunication reliability. In summary, the proactive npdth
both communication cost (show by the left Y-axis) and t Y y, e p

Nfansmission with proposed coding scheme is able to achieve
communication reliability (shown by the right Y-axis). 8@ prop g

: ) ) significantly high communication reliability with reasdia

the underlying network issues are not the focus of this papg ot
- . . mmunication costs.

we borrow some existing research results for simulating the
reactive multipath transmission. Based on a represeatativ
reactive multipath transmission algorithm for wirelesas®
networks [11], we simulated the average maintenance overin this paper, we propose a low-computation, low-
head for each alternative path disjoint from the primaryhpatommunication, loss-resilient coding scheme, suitable fo
is 0.15 times of the communication cost along the primamgsource-constrained wireless sensor networks. The peopo

path. Since the alternative paths are pre-establishedhimge coding scheme simplifies the encoding and decoding process

VI. CONCLUSION AND FUTURE WORK
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