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Abstract—Much research has focused on caching adaptive
videos to improve system performance for heterogeneous clients
with diverse access bandwidths. However, existing rate-adaptive
caching systems, which are based on layered coding or transcoding,
often suffer from a coarse adaptation and/or a high computation
overhead. In this paper, we propose an innovative rate-adap-
tive caching framework that enables low-cost and fine-grained
adaptation by using MPEG-4 fine-grained scalable videos. The
proposed framework is both network-aware and media-adaptive;
i.e., the clients can be of heterogeneous streaming rates, and the
backbone bandwidth consumption can be adaptively controlled.
We develop efficient cache management schemes to determine
the best contents to cache and the optimal streaming rate to each
client under the framework. We demonstrate via simulations that,
compared to nonadaptive caching, the proposed framework with
the optimal cache management not only achieves a significant
reduction in the data transmission cost, but also enables a flexible
utility assignment for the heterogeneous clients. Our results also
show that the framework maintains a low computational over-
head, which implies that it is practically deployable.

Index Terms—Fine-grained scalable video, proxy caching, re-
source allocation, streaming media.

I. INTRODUCTION

OWING to the increasing demand for video distribution
over the Internet, caching video objects at proxies close to

clients has attracted a lot of attention in recent years [9]. How-
ever, video objects have several distinct features which make
conventional Web caching techniques inefficient, if not entirely
inapplicable. In particular, a video object usually has a high data
rate and a long playback duration, which together yield a very
high data volume. For example, a 1-h MPEG-1 video has a data
volume of about 675 MB; caching the video in its entirety is
clearly impractical, as several objects of such a size would ex-
haust the capacity of a typical cache.
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To address this problem, many partial caching algorithms
have been proposed in recent years [9], [16], [21]. Previous
work has demonstrated that when a small portion of a video
is stored at the proxy, the network resource requirement can
be significantly reduced. Most of these proposals, however,
assumed that the streaming rate (either constant or variable)
of the video is predetermined. Because of this nonadaptability,
they suffer from two limitations: first, it is difficult to meet the
diverse bandwidth conditions of heterogeneous clients, as a
single streaming rate would either overuse or underuse some
client bandwidths; second, there is not enough flexibility to
control the backbone (server-to-proxy) bandwidth consump-
tion, since the streaming rates from the proxy to the clients
are not adjustable.

One method of overcoming these two limitations is to use
rate-adaptive videos. However, this poses significant challenges
to caching. Most conventional rate adaptation mechanisms are
executed during the encoding process (e.g., adjusting quantizers
[8], [22]) and, hence, are difficult to apply to cached videos.
There have been research efforts to combine proxy caching
with video layering or transcoding [10], [14], [18], [20], but
these adaptive systems suffer from either coarse adaptation
granularity (due to the inflexible structures of existing layered
coders) or a high computation overhead (due to the transcoding
operations).

In this paper, we propose a novel video caching framework
to achieve low-cost and fine-grained rate adaptation. The frame-
work employs the MPEG-4 fine-grained scalable (FGS) video
with bit-plane coding, which enables post-encoding rate con-
trol by partitioning the video stream at specific rates [7]. The
post-encoding rate control operations can be efficiently imple-
mented at the server or the proxy, resulting in a low computa-
tional cost and a fast response. The proposed framework is both
network aware and media adaptive: clients can be of heteroge-
neous access bandwidths, and adaptive FGS videos are used to
meet the clients’ bandwidth conditions and control the backbone
bandwidth consumption.

We examine the critical design and management issues in the
proposed framework. We advocate a semistatic caching para-
digm [9], [12], and there are two dimensions to explore of how
to cache an FGS video: the length and the rate of the portion
to be cached. We stress that caching decisions must take into
account the interactivities in video playback; i.e., nonuniform
accesses of different portions. Moreover, when a cached video
is delivered to a client, different streaming rates can be selected
as long as the rate is no higher than the client’s bandwidth. Con-
sequently, the proxy cache management becomes considerably
more complex than that for a nonadaptive video based system.
Efficient solutions are developed to optimize the resource uti-
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lization as well as to offer satisfactory and fair services to the
clients.

Working with the optimized proxy cache management, var-
ious aspects of the performance of the proposed framework are
extensively examined. The results demonstrate its superiority
over nonadaptive caching schemes for heterogeneous clients.

The rest of this paper is organized as follows. In Section II,
we introduce the background and related work. Section III de-
scribes the system model for FGS video-based proxy caching.
We then formulate, in Section IV, the problems of optimal
cache allocation for a single video. The proposed framework
and caching schemes are evaluated in Section V, and we
compare them against video replication in Section VI. Finally,
Section VII concludes the paper.

II. RELATED WORK AND BACKGROUND

A. Streaming Video Caching

Many caching algorithms for Web proxies have been pro-
posed in the past decade [24]. As mentioned in the Introduc-
tion, several distinct features of video objects, such as their large
volume, make the conventional Web caching algorithms inappli-
cable. Hence, many partial caching (e.g., segment-based or in-
terval-based) methods have been proposed [6], [12], [16], [21].
A survey on streaming video caching can be found in [9], and
we are particularly interested in those focusing on caching with
bandwidth heterogeneous clients.

A straightforward method of handling the heterogeneity of
client bandwidths is to produce replicated video streams of dif-
ferent rates [8]. Though used in many commercial streaming
products, this method suffers from a high replication redun-
dancy. Other studies have introduced proxy services with ac-
tive filtering, which reduces the bandwidth of a video object by
transcoding [8], [17], [25]. However, they usually incur a much
higher computation overhead due to transcoding operations.

A more efficient method is to use layered coding (also known
as scalable coding [7]), which compresses a video into sev-
eral layers: the most-significant layer, called the base layer,
contains the data representing the most important features of
the video, while the additional layers, called the enhancement
layers, contain the data that progressively refine the quality of
the reconstructed video. Layering has been widely used in live
video multicast to heterogeneous clients [8]. For proxy-assisted
streaming with layered videos, Rejaie et al. [14] studied cache
replacement and prefecting policies with the objective of allevi-
ating congestion for individual clients. Kangasharju et al. [10]
simplified the system model by assuming that the cached con-
tents are semistatic and that only complete layers are cached.
They developed effective heuristics to maximize the total rev-
enue based on a stochastic knapsack model. The use of other
advanced scalability tools, in particular, MPEG-4 object scal-
ability, was investigated by Liu et al. [27] and Schojer et al.
[15]. In [15], a quality-based intelligent gateway, QBIX-G, is
introduced, which performs both caching and filtering function-
alities. QBIX-G can act as a broker accommodating hetero-
geneous user requirements and rate variations of the videos.
Our work differs from these previous studies in two aspects.
First, besides the performance perceived by an individual client,

we also investigate the optimal resource allocation across the
clients of a proxy, which is important from a system point of
view. Second, the previous studies employed conventional lay-
ered coding, where the number of layers is restricted and the
rate of each layer is often fixed. In contrast, our work employs
fine-grained scalable video to enhance adaptability.

B. FGS Video

FGS coding generalizes the conventional layering (scalable
coding) methods through a bitplane coding algorithm, which
uses embedded representations for the enhancement layer (also
called the FGS layer) [7]. For example, there are 64 (8 8)
DCT coefficients for each video block of the enhancement layer;
all the most-significant bits from the 64 DCT coefficients con-
stitute bitplane 0, all the second most-significant bits consti-
tute bitplane 1, and so on and so forth. In the output stream,
the bitplanes are placed sequentially to reconstruct the coef-
ficients, and a post-encoding filter can thus truncate this em-
bedded stream of the enhancement layer. Specifically, it de-
tects the boundary of bitplanes (fgs_bp_start_code) in each FGS
frame to achieve a specified output rate, and the mismatches due
to block boundary constraints can be quite small [7], [13]. It is
important to stress that this rate control method has two advan-
tages: 1) like transcoding, it enables fine-grained rate adapta-
tion, but the computation overhead of the filter is much lower
and 2) like layered adaptation, it can be applied to stored videos
and enables the proxy to adjust the rate of a cached stream at a
low cost.

FGS coding has been adopted in the MPEG-4 standard and
is undergoing active improvement. We have seen proposals that
make efficient use of FGS coding for adaptive video streaming
[11], [28], but they did not consider proxy caching. To our
knowledge, [26] is the only work that employed FGS videos in
caching. The focus of that study, however, was on developing
a general cache management framework; in particular, the
replacement policies for mixed-media streaming, and the FGS
coding was used for the purpose of performance evaluation
only.

III. SYSTEM MODEL AND NOTATIONS

The video streaming system in our study consists of a server
that stores a repository of videos and a set of proxies at the
edge of the network. Selected videos are partially cached at the
proxies. A client request is first forwarded to a nearby proxy,
which intercepts the request and computes a schedule for
streaming: the cached portion of the video can be delivered to
the client directly; uncached portions, if needed, will be fetched
from the server and then relayed to the client. Although this
process is similar to that of many existing systems, our model
has three novel features that make it more general and flexible.

First, we consider a more complex network behind the proxy,
instead of a simple local area network (LAN) that is assumed
in most existing studies. Examples include an enterprise net-
work or a campus network, which remains highly heteroge-
neous in terms of client access bandwidth due to such factors
as hardware configurations, connection methods (e.g., Ethernet,
ADSL, or wireless LAN), and administrative policies (e.g., in a
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Fig. 1. Functionalities of the video server and a proxy.

campus network, the access bandwidth provisioned for a fac-
ulty member would be higher than that for a student). To re-
flect such heterogeneity, we assume that there are classes of
clients, and that the access bandwidth for a client (or simply
client bandwidth) of class is given by , ,
which is an upper bound on the video streaming rate from the
proxy to a client of class . Without loss of generality, we number
the classes in ascending order of the client bandwidth; that is,

.
Second, we assume that the clients could terminate a video

playback prematurely after they requested the playback from the
beginning of a video. Existing studies on video server workloads
[1], [2] have revealed that such early terminations occur quite
often and, hence, should be considered in system dimensioning.
One approach for modeling early termination is to partition a
video into two parts: a prefix and a suffix, where the prefix could
be a preview of the video. If a client feels uninterested after
watching the prefix, it will terminate the connection; otherwise,
it will continue playback by retrieving the suffix. We denote the
lengths of the prefix and the suffix by and , respectively,
and the total length of the video is . Assume
the probability of early terminations is , .
The probability of a client accessing the entire video (also the
probability of accessing the suffix) is thus .

Finally, and most importantly, we advocate scalable adaptive
videos in this system; in particular, the MPEG-4 FGS videos. To
model an FGS video, we assume that the base layer of the video
has a constant rate, , which cannot be further partitioned
along the rate axis. As such, the base layer represents an ensured
minimum playback rate. On the other hand, neglecting the effect
of block boundaries for bitplane truncation, the enhancement
layer can be adaptively partitioned into a given rate using a filter,
either at the server or the proxy. Thus, as illustrated in Fig. 1, a
proxy manager can set the streaming rate to a client of class in
the range of .

The proxy manager also determines which portion of a video
is to be cached. In the conventional nonadaptive video caching
system, given a cache size for the video, the portion to be cached
is simply determined by its length (in terms of playback time).
However, with FGS videos, there is one more dimension to ex-
plore: the rate of the portion to be cached. Such flexibility po-
tentially enables a better resource utilization, but also compli-
cates the proxy cache management. In addition, there are two

cases in which some uncached portion is to be fetched from the
server: 1) the length of the demanded portion is longer than that
of the cached portion; and 2) the streaming rate is higher than
that of the cached portion. In the second case, the uncached bit-
planes will be fetched from the server and then assembled with
the cached portion to form a higher-rate stream.

As in many previous studies [12], [16], [21], we assume that
the contents of the proxy cache are semistatic and updated peri-
odically with changing system workloads. For each period, the
key issues in proxy management are to find the optimal length
as well as the optimal rate for partially caching a video, and to
determine the streaming rate for each client of the video. To en-
sure fairness, we let the video streaming rate to any client of
class be identical, denoted by , , . For
a multivideo case of videos, the proxy manager also needs
to determine the optimal sharing of resources (cache space and
backbone bandwidth) among the videos.

We assume that all these parameters are known a priori or
measured over time. In addition, for ease of exposition, we focus
on the interactions among the origin server, a single proxy, and
the clients of the proxy. Our results, however, are generally
applicable to the multiproxy case where each proxy serves a
nonoverlapping set of clients.

IV. CACHE ALLOCATION AND UTILITY ASSIGNMENT

FOR SINGLE VIDEO

Our objective in designing the proxy cache management
module is twofold: first, to maximize the client utility, which
is the streaming rate to a client over its available bandwidth;
and second, to minimize the transmission cost, as the video
streaming imposes very high data delivery demands on the
network. Clearly, the above two objectives can be conflictive,
and it is important to find a trade-off between them.

A. Transmission Cost Minimization

We first consider the transmission cost for a single video
with specified streaming rates for each class of clients,

, , . We attempt
to answer the following question. Given a limited cache size
for the video, which portion of the stream is cached (referred
to as a caching scheme) such that the transmission cost is
minimized? As suggested in [21], we assume that backbone
(i.e., server-to-proxy) transmission dominates the overall cost,
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Fig. 2. Illustration of the proof of Lemma 2, where r and r are respectively the lowest and the highest rates in scheme r (l).

which is a nondecreasing function of the average backbone
bandwidth consumption [measured in bits per second (bps)].

Note that the rates for different positions of the cached portion
can be different when using FGS videos. Denote the rate for
position (measured by the time elapsed from the beginning of
the video) of the cached video by , . A caching
scheme for the video is therefore uniquely determined by the
shape of . We say that the scheme is valid if 1)

and 2) for any , , or .
The above two constraints follow the cache size limit and the
base layer rate limit, respectively.

Since the clients are heterogeneous in terms of the streaming
rates , the backbone bandwidth consumptions can be different
for two caching schemes of the same cache size . A scheme
is optimal if it is valid and yields the minimum backbone band-
width consumption for fetching the uncached portion. Let de-
note the total volume of the video with rate (the maximum
client bandwidth). Obviously, if , the caching scheme

, is optimal. For the case of limited cache
size, we show two lemmas that facilitate searching the optimal
scheme.

Lemma 1: If , the caching scheme

is optimal, i.e., mini-

mizing the backbone bandwidth consumption.
Proof: This scheme is clearly valid. For any client request,

the data of volume is saved from being transmitted over the
backbone. This is the maximum saving per client request that
a valid caching scheme could achieve under cache size limit

.
Lemma 2: If , assuming that the size

of the cached prefix is fixed to , there ex-
ists an optimal scheme that minimizing the backbone bandwidth
consumption

where and represent, respectively, the (constant) rates of
the cached prefix and cached suffix, and are given by

and ; is the total
length of the cached portion, .

Proof: It is easy to verify that is valid. We prove its
optimality by showing that its backbone bandwidth consump-
tion is no higher than that of any valid scheme , assuming
that the size of the cached prefix is fixed to . We will discuss
the optimal choice of later in this Section.

We assume that and are, respectively, the lowest
and the highest rates in scheme (see Fig. 2). For scheme

, the volume of the prefix data to be fetched from the server
is zero for and for . For scheme ,
however, the corresponding volume is zero only for
and only for . For , the
volume is greater than zero; and for , it is greater
than . As a result, yields a higher (or at least
an equal) saving than for the prefix data to be transmitted
over the backbone.

A similar argument applies to the saving of the suffix data to
be transmitted. Combining these two proves the lemma.

Now let’s concentrate on the case of
with a given . It is easy to show that for an op-
timal caching scheme because a cached prefix will serve both
early terminated requests and all other requests. The backbone
bandwidth consumption for all requests from class is therefore
given by function

(1)

where is the client request rate (the total number of client
requests per second), is the probability that a client is in
class ; the metric of function is thus bits per second
(bps). The above relation can be easily validated from Fig. 3
( in this particular example). Since , , and

are all functions of , it follows that the optimal caching
scheme for can be found by a one-dimen-
sional (1-D) search on in the range of . The op-
timal solution, or the minimum backbone bandwidth consump-
tion with the given , , is thus

(2)
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Fig. 3. Illustration of different portions of an FGS video stream (r < b < r in this example).

This search basically finds the best partition between the
prefix and suffix to be cached. Assume the minimum space
allocation grain is , which could be the size of a disk block
or the size of a group-of-pictures of the video; the cache size

, as well as , is always a multiple of the grain . Then, the
complexity of this 1-D search is bounded by given
grain .

For and , the optimal caching scheme
can also be uniquely represented using the tuple and . The
corresponding backbone bandwidth consumption can thus be
calculated by (1) and (2) as well.

B. Trading Off Backbone Bandwidth With Client Utility

In the above optimization, we assume that the streaming rates
for the clients of the video are specified. We now consider a more
general and flexible scheme that makes good use of FGS videos.

We define the utility of a class client as for
. The ideal utility assignment is ,

; i.e., the client bandwidth is fully utilized for
every class. This ideal assignment may result in an unaffordable
transmission cost. To reduce the cost, one solution is to block
some of the client requests. Although this has been suggested
in previous studies, it is unfair to the blocked clients. The FGS
video, however, offers an alternative method of trading client
utility for bandwidth conservation; i.e., assigning a relatively
lower yet acceptable streaming rate to each class to save band-
width consumption.

More explicitly, we would like to investigate whether there
exists some utility assignment to each class of clients of the
video, such that the backbone bandwidth consumption is no

more than , where is the backbone bandwidth consump-
tion with the ideal utility assignment and a zero-size cache (i.e.,
no caching); thus reflects the factor of backbone bandwidth
saving. We are particularly interested in a utility assignment that
achieves the best “social welfare”; i.e., the total utility of the
clients is maximized. This utility optimization problem for the
single video can be formally defined as follows:

(3)

where is the total client utility per unit time for cache size
and bandwidth saving factor . The constraint

(equivalent to ) preserves the order (priority) of
the client classes in resource sharing.

Let auxiliary function represent the maximum
total utility per unit time for classes 1 through , with backbone
bandwidth consumed by classes 1 through , backbone band-
width consumed by class , and the size of the cached prefix is
fixed to . We have the recurrence relation in (4), as shown at
the bottom of the page. Here, function is a gener-
alized inverse of function [see (1)], representing the
highest streaming rate for a class client given that the back-
bone bandwidth consumed by this class is . A special case is

. Recall that we assume and in
the system; zero backbone bandwidth consumption implies that

and the streaming rate is no higher than . Therefore,
if , we let be to maximize the total

.
(4)
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utility; otherwise, we set to 0 and to
. For and , is undefined if di-

rectly inversing (1); in this case, we set to 0 and
, respectively.

For and , the correctness of the recurrence relation
is obvious, because only class 1 is considered and it consumes
all the bandwidth. For and ,
it can be viewed as adding class to a case of classes.
Assuming that the backbone bandwidth consumption for class

is and the backbone bandwidth consumption of class
is , the maximum total utility for classes 1 through

is thus . It follows that the maximum total
utility for classes 1 through is

for the given , and can be obtained by
checking all possible values of . Specifically, given the func-
tion of backbone bandwidth consumption and its in-
verse , and assume that , we
have . This
range limit of is due to the constraint of ,

, which ensures that the streaming rate is non-
decreasing for higher classes. Other cases are all invalid and,
hence, we set their utilities to .

Assume that there is a minimum backbone bandwidth
allocation grain; the backbone bandwidth consumption
for a class of clients is rounded to a multiple
of . The solution to problem is thus given by

, which can be calculated in time .
The corresponding utility assignment can be obtained by
backtracking the recurrence relation.

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of our FGS-
based caching system via simulations. We examine the system
along two dimensions: 1) the data transmission cost, or back-
bone bandwidth consumption and 2) the quality of the delivered
streams; i.e., the client utility.

A. System Settings

We assume that there are five classes of clients and that
the client bandwidths of the classes are exponentially spaced;
i.e., and for 2,3,4,5, which
cover the bandwidths of a broad spectrum of access technolo-
gies. For the client population distribution among the classes,

, we evaluated various settings in our experi-
ments. Due to space limitations, in this paper, we present the
simulation results for three typical distributions: 1) Uniform:
(0.2,0.2,0.2,0.2,0.2); 2) S-narrow: (0.5,0.2,0.15,0.1,0.05); and
3) S-wide: (0.05,0.1,0.15,0.2,0.5).

The latter two are skewed distributions, respectively domi-
nated by narrowband clients and wideband clients. The lengths
of the entire video and the prefix are set to 100 minutes and
20 min, respectively. The probability of early terminations is
set at 30%. Although a rigorous evaluation of the client termi-
nation behavior is beyond the scope of this work, we note that
much higher probabilities of early terminations have been ob-

served in practice [1], [2]; in this case, more benefits can be ex-
pected from the caching paradigm advocated in our system.

We assume that the requests follow a Poisson arrival process
with a mean rate of one request per minute. We normalized the
backbone bandwidth by (the backbone bandwidth consump-
tion with ideal utility assignment and no caching) and the cache
size by (the total volume of the video with rate ) for all re-
sults presented in this section. Hence, our conclusions are gen-
erally applicable when the parameters are proportionally scaled.
Unless explicitly specified, the default space allocation grain
and backbone bandwidth allocation grain are set at and

, respectively. Our experience shows that, under such a
setting, the accuracy of the allocation algorithm is quite close
to that with a extra fine-grained allocation, and the computation
time of the algorithm is generally less than 5 ms on a common
PC (Pentium IV 3 GHz), which is reasonably fast for semistatic
caching with infrequent updates.

B. Backbone Bandwidth Reduction

In the first set of experiments, we investigate the backbone
bandwidth consumption. We are interested in examining the
backbone bandwidth reductions by employing the optimal
caching scheme, as compared to the following two baseline
schemes.

(1) , where

.

(2) .

These two schemes are nonadaptive because they are not
aware of the client bandwidth distributions. They also resemble
the caching schemes for a coarse-grained layering of two
layers; i.e., caching the base layer only and caching both the
base and enhancement layers.

Fig. 4 shows the backbone bandwidth reductions for different
cache sizes and class distributions. The client bandwidth is as-
sumed to be fully utilized for all classes; that is, ,

. We observe remarkable reductions achieved by our
optimal scheme over the two baseline schemes, which is gener-
ally over 10% and sometimes over 50%. The reduction depends
on the class distributions; e.g., for the S-narrow distribution in
Fig. 4(b), the reduction is particularly high when compared with
the MaxRate scheme, as most of the clients have a relatively low
bandwidth and, hence, caching the stream of the highest rate be-
comes wasteful. In this case, increasing the length of the cached
stream is a better alternative. However, compared to our optimal
scheme, the MaxLen scheme still suffers from more than 10%
bandwidth excess, because it is not flexible in setting the rates
for the cached prefix and suffix to better accommodate early ter-
minated requests. In contrast, with the S-wide distribution in
Fig. 4(c), since most clients have high bandwidth demands, the
MaxRate scheme is better than the MaxLen scheme, but is still
suboptimal. Finally, with the Uniform distribution in Fig. 4(a),
both MaxLen and MaxRate are far from satisfactory.

C. Utility Improvement

We now examine the tradeoff between the client utility and
the backbone bandwidth consumption, given that the streaming
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Fig. 4. Backbone bandwidth reductions achieved by the optimal caching scheme. All the cache sizes are normalized by ^V . (a) Uniform class distribution.
(b) S-narrow class distribution. (c) S-wide class distribution.

Fig. 5. Expected client utility as a function of backbone bandwidth consumption. All the cache sizes are normalized by ^V . (a) Uniform class distribution.
(b) S-narrow class distribution. (c) S-wide class distribution.

rates to the clients can be regulated using the filter/assembler at
the proxy. We employ the optimal caching and utility assign-
ment algorithms for our system, as described in Section IV-B.
Fig. 5 shows the average utility of all clients as a function of
backbone bandwidth consumption for different cache sizes and
class distributions. Note that, according to (3), the normalized
backbone bandwidth is essentially equal to for the optimal
solution.

It can be seen that, to achieve the optimal utility ( 1), a rela-
tively high backbone bandwidth is to be consumed if the cache
size is very small; e.g., 40% of backbone bandwidth with a
cache size of 0.3 for the uniform class distribution Fig. 5(a).
However, there is a nonlinear relation between the backbone
bandwidth consumption and the client utility. As a result, for
the same setting, we can achieve an average client utility of 0.9
by consuming only 15% of ; that is, a 10% utility reduction
leads to a 62.5% backbone bandwidth reduction. This is par-
ticularly evident for the S-narrow distribution in Fig. 5(b), not
only because a relatively high volume is cached for the stream
to a narrowband client, but also because a slight reduction of
the streaming rate to a wideband client will benefit the set of
narrowband clients. In this case, the average utility is over 0.8
even with very limited resources (e.g., a backbone bandwidth of
0.05 and a cache size of 0.1 ). For the S-wide class distribu-
tion, the reduction is not that significant. However, in this case,
the absolute backbone bandwidth consumption is much higher
than that for the other two distributions; hence, a slight reduction

Fig. 6. Backbone bandwidth reduction of FGS video-based caching
against stream replication-based caching for different cache sizes and class
distributions.

in the normalized bandwidth would still lead to a great reduc-
tion in the absolute backbone bandwidth consumed.

Such an adaptive setting of utility offers a flexible space for a
designer to explore how to either maximize the overall revenue
or minimize the overall cost. In contrast, if the cache size is less
than 0.1 and the backbone bandwidth is less than 0.2 , a
nonadaptive system that fixes the client utility to one does not
even work for any class distribution.
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Fig. 7. Utility improvement of FGS video-based caching against stream replication-based caching. All the cache sizes are normalized by ^V . (a) Uniform
distribution. (b) S-narrow distribution. (c) S-wide distribution.

VI. COMPARISONS WITH REPLICATED VIDEO

Our performance evaluation has shown that scalable videos
can accommodate heterogeneous clients much better than can
nonscalable videos. As mentioned in Section II, yet another
solution to bandwidth heterogeneity is stream replication [3],
[8]. It has several advantages, such as simplicity and compat-
ibility with existing nonscalable video coders, and hence has
been widely used in commercial streaming systems nowadays;
e.g., the RealNetwork’s SureStream. Nevertheless, replication
also leads to data redundancy, not only in server storage but also
in proxy cache and transmission.

Scalable video and replicated video-based streaming systems
have been compared in [3] with no proxy caching. A cache-
aware comparison was made by Hartanto et al. [5]. They con-
sidered coarse-grained layering (two layers) and the metric of
interest was the request blocking probability. In this section, we
offer a comparison from the client utility and bandwidth con-
sumption points of view, with the use of FGS videos.

We first investigate the backbone bandwidth consumptions of
the two approaches when the client bandwidth is fully utilized.
To make a fair comparison, we develop the optimal caching
scheme for the stream replication-based system. In this system,
there are replicated stream of different rates, each for a class
of clients, and the cached portion of a stream serves the clients of
its own class only. The problem is thus how to partition a cache
with given size for the streams. This is a variation of the
cache allocation problem for multiple heterogeneous videos, as
solved in [19].

Using the optimal caching schemes, we compare the back-
bone bandwidth reduction of the FGS video-based system
against the stream replication-based system, as shown in Fig. 6.
For the Uniform and S-narrow distributions, the reduction
is significant, often over 40% and sometimes over 60%. For
the S-wide distribution, the reduction is smaller because the
backbone bandwidth consumption is dominated by the requests
from the wideband clients. Nevertheless, the absolute value
of the saved bandwidth remains high enough in this case, as
discussed in the previous section.

Next, we consider the case of flexible utility assignment,
where the client utility can be lower than one. The problem of

optimal caching and client utility assignment for the stream
replication-based system can be formulated as follows:

(5)

where is the cache size allocated to stream , and is the
lowest streaming rate, which is set at in the experiments
to ensure a fair comparison. This problem can also be solved by
checking different partitionings of the cache and, for each par-
titioning, the optimal utility assignment can be obtained using
an algorithm similar to that for problem . Fig. 7
shows the utility improvement of FGS-based caching against
stream replication-based caching. It can be seen that, when the
backbone bandwidth consumption is lower than 0.25 , the
improvement is often higher than 20%. It diminishes with in-
creasing backbone bandwidth, since the client utility becomes
saturated in both systems. Yet, comparing Figs. 5 and 7, it is
clear that the stream replication-based system requires far more
resources to reach such a maximum. For example, with the
uniform class distribution, the client utility for our FGS-based
system has reached one for a cache size of 0.5 and a back-
bone bandwidth consumption of 0.25 see Fig. 5(a); however,
according to Figs. 5(a) and 7, the client utility for the replica-
tion-based system is still below 0.85 in this case.

VII. CONCLUSIONS

In this paper, we addressed the problem of proxy-assisted
video streaming to a group of heterogeneous clients. We pro-
posed a rate-adaptive proxy caching framework using FGS
videos, and explored the benefits associated with FGS in han-
dling client heterogeneity as well as reducing transmission cost.
We also developed effective solutions to two important proxy
management problems in this framework: which portion should
be cached for each FGS video, and which streaming rate should
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be employed for delivering the stream to each client. Simulation
results showed that the proposed framework not only achieves
significant backbone bandwidth reduction, but also enables
flexible utility assignment for heterogeneous clients. We also
conducted a comparison between the FGS-based and the repli-
cation-based video caching systems. The results demonstrated
the superiority of FGS-based caching.

In our experiments, we used the function to mea-
sure client utility. It is worth noting that the FGS coding incurs
extra overhead for bitstream scaling, which potentially leads to
quality degradation. A comprehensive study on this issue in-
volves the use of perception-aware utility functions, which is
out of the scope of this paper and is indeed an open research
problem. However, we are aware that current studies indicate
that the quality degradation caused by such an overhead is gen-
erally less than 10%, where the quality is measured by the PSNR
[7]. The degradation can be further minimized using smart [23].
In view of this, and considering that FGS has been adopted by
the MPEG-4 standard, we believe our FGS video-based caching
system offers a promising cost-effective vehicle for streaming
video to heterogeneous clients.
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