Supplemental Material

Appendix A: Proof of Theorem 1

Without loss of generality, we assume that the data item has been broadcast at ticks 0
and T. Let [ be the broadcast tick. Given a fixed number of broadcast instances, n + 1,

during the interval [0,T - ], we consider the broadcast schedule for [0,7 - ]. Suppose the

item is broadcast at times

O=to<ti<ta<---<t,=T-1I.

Let
Ti:ti—t,‘,h (Z:1,27,?’L)
be the duration between two consecutive broadcast instances ¢; and ¢;_1.

According to Equation (1), the total request drop rate during [0,7 - [] is given by
1

ﬁ</ﬁF(ﬁ—t)dt+/TQF(T2—t)dt+---+/TnF(Tn—t)dt>- (11)

We first prove that for any i # 7,

TZ'+Tj

/ F(r, —t)dt+/ F(r;—t))dt > 2-/ C AT _pyar,
0 0 0 2
Without loss of generality, suppose 7; > 7;. Since F(z) is a non-decreasing function, we
have
F(z) ZF(x—Ti;Tj).
Therefore,
Ti i T — T
/TﬁTj F(z)dz > /Ti“j (z — 5 1) da,
and
- Tt
i 2
/T_M' F(z)dz > F(x)dx
5 J T
As a result,
T Tj TitT;
3 J 2
/ F(:L‘)d:E—l—/ F(x)ds > 2- F(x)dx (12)
0 0 0

Since for any 7,

/OTF(T—t)dt:/OT—F(T—t)d(T—t):/TO—F(a;)da: - /OTF(x)d%
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it follows from (12) that

TZ'+Tj

/ZF(Ti—t)dtﬁ—/]F(Tj—t)dt 22-/ ’ F(%—t}dt.
0 0 0

This implies the lowest drop rate is achieved when 71 = 5 = --- = 7,, since otherwise,

we can obtain an equal or a lower drop rate by replacing two different intervals 7; and 7;

Ti +T]

each with . Hence, the theorem is proven. O

Appendix B: Proof of Theorem 2

Since SN + =1, we have SV, +—7=0 Let
Y1
L — — D) 13
<517527 )SNKY) 77(517527 ’SN)_F’Y(;Si l) ( )
It is obvious that minimizing n(s1, 2, - - - , Sy is equivalent to minimizing L(sq, $2,- -+ , SN, Y)
defined above.
Substituting (4) for n(sy, s2,- -, sn), we rewrite (13) as follows:
N
piM(1—e ) 1 1
L(817827'” SN, _1_2 +IY(Z_215_Z_7) (14>
Differentiate (14) by s; and equal it to zero, we obtain
piM (1 — %e*% —e W) —y=0. (15)
It is easy to infer that for any s; value satisfying (15), the partial derivative ‘?;T%L >
0 and the partial derivative af-zaLs - = (0. Therefore, the set of inter-broadcast durations
105
(81,82, ,sn) satisfying (15) minimizes L(s1, Sa, -+ , Sn,7) and thus n(si, s9, -+ , sn). Hence,

the theorem is proven.

Appendix C: Proof of Lemma 1

Assume on the contrary that there exist two items ¢ and j such that p; > p;, s < L
and s; > L. Consider the set of inter-broadcast durations (s}, s5,--- ,sly) where s; = s7,

si = s7, and Vk # 14, j, s), = sj. Let P be the drop rate of (s7,s3,---,sy). The drop rate of
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(5/17 3/27 to ,59\7) is given by

P = P—palst) — pm()+pm®9+mM%)

L i i L
= P-pl it (1= o
L s
- p (1= = — 2L
+ (9 — i) ( 25 " ar)
L(sf — L)+ si(L—s%)
= P P — Di - - s P,
which contradicts with the optimality of inter-broadcast durations (s}, s3,- -, sk)-
Hence, the lemma is proven. O
Appendix D: Proof of Lemma 2
Let (s},s5,--+,sy) be a set of inter-broadcast durations producing the lowest request

drop rate. It follows from Lemma 1 that there exists an identification item I such that
Vi<I, s;<L,and Vi>1I, s > L.

First, we prove that all non-infinity inter-broadcast durations in sj,,s7,,, -, sy are
associated with data items of equal access probabilities. Assume on the contrary that there
exist two non-infinity durations sj and s} (j > i > I) such that p; > p; (remember that item
indexes are numbered in decreasing order of access probability). Consider the set of inter-

: ool / / / 1 1 11
broadcast durations (s/, s5, - - - , s’y) where s} = +A7 sy = =, and A = min (57— 557 g)

and Yk # 1, , s, = s;. It is easy to verify that Zk 15 Zk 1 S, , 8;> L, and s} > L. Let
P Dbe the drop rate of (s}, s5,---,sy). The drop rate of (s}, sh,---,s%y) is given by

P = P —pmn(sj) —pn(s;) +pn(s;) +pim(s))
L(% +A) Lz —A)

L 5
o) Tl — ———) +p;(1 -

L
— P—p(l— (11—

Mlh

which contradicts with the optimality of inter-broadcast durations (s}, s3,- -, sk)-

Moreover, it is easy to infer that the non-infinity inter-broadcast durations in 57, 87,9, , Sy
are associated with data items of access probability p;;. This is because otherwise, s7,
must be infinity and therefore, exchanging a non-infinity duration with that of item I 4 1

would result in a lower drop rate.
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So far, we have shown that given an optimal set of inter-broadcast durations (s7, s5,- -+, s¥),
there exists an index J (I < J < N) such that Vi < I, sf < L; VI +1<i<.J, p; =prs1,
sf > L; and Vi > J, s7 = 0o, where [ is the identification item.

If I =J,(s},s5,--+,sy) is an optimal set of durations following claims (i), (ii) and (iii).

Otherwise, if I < J, it is easy to show that the set of durations (s/, s5,- -, s’y) where

o Vi< I, s =55

e VI F1<i<I4 (Y, L] s =L

1

/ 1
S J L = 7 T 7 T 1
I+ gﬁ‘l Dimrt1 g—LZi:Hl ST ’

e VI+ |3, L +2<i<N, s =00,

also produces the lowest drop rate and satisfies claims (i), (ii) and (iii), where I’ = I +
17, 1 %] is taken as the identification item.

Hence, the lemma is proven. O

Appendix E: Proof of Lemma 3

We prove an even stronger claim: each set of values (s1, $2,- -, $;) where Zi[:l Si = %

and Ym+1 <i < [,s; < L produces a value of (7) higher than or equal to that of durations

(s},s5,-+,s L, L,---,L). Note that the definition of m ensures V1 <i < m, s; < L, and
Il - .

[ > 7 implies m > 1.

The value of (7) for (s}, s5,---,s5,L,L,---,L) is given by

1 u "o
By applying the Lagrange multiplier method [11], the lowest value of (7) given s,,41, Smy2, -+ 551 <
L is:
1 - 2 - Pisi
2L(% o Zz‘lszrl 8_11) (12—1: \/E> ! i=m+1 2L
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Thus, it is sufficient to prove
m 2 I m 2
(3 Vi) n Pisi (XL, Pz)
T D
QL({ - Zz m+1 8_11> i=m+1 2L QL( )
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— pi — —
O o VIR
I L m 2
S (m — 1+ Zm ) | ODERV/7)
= Zpi(l—f)g 7 Ifmﬂfl . ! —
i=m+1 L (T - T)(T o Zi:m+1 5)

It follows from the definition of m = max{z | i JI 11‘)/? < L} (in Lemma 3) that
m—+1
7 %:_m_ Vb > L
(T - I3 )\/ Pm+1
Z;l1 \/E + vV Pm+1

— /P <
L -Em
2ic1 V/Pi
Pt pm+1 < i
L(F =)

v

( 11\/_

<~ DPm+1 < Lz(__l_m)

M

h

and

=l =
&
t~

Therefore,

]
=
=

|
=&
I
=
:
]
|
b«\l/i’ﬂ

i=m-+1
(221 pz)2 ! Si
B (1—==)
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Since

8.
s L i=m4+1 ~°
I I
S; L
— [—-m-— g —<m-1I+ —,
1=m-+1 i=m+1 v



it follows that

! S; (221 \/@)2(1 —m- ZiI:mH sf)
i—%;»lpi(l - Z> : LQ(% - I_Tm)(% - Zf:qul sl)
(m =1+ %00 5 (S0 vA)°

R R D (D D)

Hence, the lemma is proven.
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