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Abstract. Wireless bandwidth is a scarce resource in a cellular mobile network. As such, it is important to effectively allocate bandwidth
to each cell such that the overall system performance is optimized. Channel allocation strategies have been extensively studied for voice
communications in cellular networks. However, for data dissemination applications, studies on bandwidth allocation have thus far been
limited to a single-cell environment. This paper investigates the problem of bandwidth allocation for data dissemination in a multi-cell
environment, which, to the best of our knowledge, has not been investigated before. The performance objective is to minimize the overall
expected access latency given the workload for each cell in a data dissemination system. Two heuristic techniques, called compact allocation
and cluster-step allocation, are proposed to effectively allocate bandwidth for a cellular network. Simulation experiments are conducted to
evaluate the performance of the proposed bandwidth allocation schemes. Experimental results show that the proposed schemes substantially
outperform the uniform allocation and proportional allocation schemes.
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1. Introduction

With continuous advances in wireless communication tech-
nologies, we have witnessed the rapid growth of mobile data
applications in the commercial market. Examples of mobile
data services include local news, entertainments, weather and
traffic information, to name but a few. However, a mobile
computing environment has many constraints, such as limited
wireless bandwidth and battery power [1,8]. Thus, effective
data management and resource management techniques are
vital to the success of emerging mobile data applications.

There are two fundamental delivery methods for mo-
bile data dissemination: on-demand access and data broad-
cast [1,9,11]. In on-demand access, a client sends data re-
quests uplink to the server, and the server returns the results
to the client individually. In data broadcast, the server period-
ically broadcasts information to the entire client population,
and the clients monitor the broadcast channel to retrieve the
data they are interested in. On-demand access provides fast
response for a light-load system but the performance will de-
teriorate rapidly as workload increases. On the contrary, data
broadcast can scale up to a very large client population and fit
well to an asymmetric communication environment.

Because wireless bandwidth is a scarce resource in a cellu-
lar mobile network, much work has been done on bandwidth
allocation for data dissemination in order to achieve a better
access performance [1,7,9,11]. For data broadcast, [1,7] pro-
posed methods to assign more bandwidth to frequently ac-
cessed items and less to infrequently accessed items such that
the overall access latency is optimized. The studies in [2,9]
investigated hybrid systems which combine on-demand and
broadcast methods so that they complement each other. The
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bandwidth allocation between on-demand access and data
broadcast was analyzed in [9,11]. Unfortunately, these stud-
ies are confined to single-cell environments.

In a multi-cell environment, such as a cellular network,
bandwidth allocation becomes much more complex than that
of a single-cell environment. This is because neighboring
cells in a cellular network are not allowed to use the same fre-
quencies for communication simultaneously because of sig-
nal interference [14,20]. As such, the available bandwidth for
a system must be shared by a group of neighboring cells. On
the other hand, if two cells are sufficiently apart, the same
frequency can be reused in these two cells. As a result, band-
width allocation cannot be considered on a cell-by-cell ba-
sis. Furthermore, the workloads for different cells may dif-
fer greatly. Thus, the allocation of frequencies/bandwidth to
each cell so as to balance the workload among the cells is
a challenging task. Although channel allocation for multi-
cell voice communications has been extensively explored
(e.g., [10,12,14,17,20]), these studies aim at minimizing call
blocking/dropping probabilities or improving the volume of
the carried traffic while ensuring certain level of QoS require-
ment. On the other hand, the characteristics of mobile data
applications, which are mostly concerned with access latency,
are not considered at all.

This paper investigates the problem of wireless bandwidth
allocation for data dissemination in a multi-cell environment.
The objective is to obtain the optimal bandwidth allocation
scheme which minimizes the overall data access latency for
a mobile data dissemination system. We start by formulat-
ing the bandwidth allocation problem under a regular cellular
model. We then study how to optimally allocate bandwidth in
a cell cluster, within which frequencies are not reused. Based
on that, two heuristic allocation schemes, called compact al-
location and cluster-step allocation, are proposed for a cellu-
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lar network with frequency reuse. The proposed schemes are
evaluated by a series of simulation experiments under vari-
ous system configurations for a three-cell cluster and a 7 × 7
cellular model. Experiment results show that the proposed
schemes substantially outperform the uniform allocation and
proportional allocation schemes.

The rest of the paper is organized as follows. Sec-
tion 2 provides a motivating example for bandwidth alloca-
tion among different cells. In section 3, the bandwidth allo-
cation problem is formulated under a cellular network model.
Section 4 describes the proposed bandwidth allocation tech-
niques. Experiment results are presented in section 5. Sec-
tion 6 reviews related work. Finally, the paper is concluded in
section 7.

2. A motivating example

In this section, a simple example is presented to motivate
the study on bandwidth allocation for data dissemination in
a multi-cell environment. As mentioned before, the perfor-
mance metric adopted in this study is access latency, which is
defined as the time elapsed from the moment when a request
is submitted to the time when the request is serviced. In the
simple example, we assume that the cellular network consists
of two cells A and B, each of which is associated with a data-
base containing four data items having the same size of 1 Kb.
In both cells, the four data items are broadcast on air based on
a flat broadcast program, i.e., in a round-robin manner. A mo-
bile client monitors the broadcast in its current cell to retrieve
the data of its interest. Assume that the aggregate data ac-
cess rates are 1 and 4 for cell A and cell B, respectively and
that a total wireless bandwidth of 6 Kbps is shared by these
two cells. Table 1 shows three different allocation schemes
and their corresponding expected access latencies (the calcu-
lation of the expected latencies will be described in detail in
section 3).

The first method allocates the bandwidth uniformly. In the
second method, the bandwidth allocated to each cell is lin-
early proportional to its aggregate access rate. From table 1,
neither of these two solutions yields the best overall access
performance. The best overall performance is achieved by
the third method which allocates 2 Kbps to cell A and 4 Kbps
to cell B. An intuitive explanation for this phenomenon is
as follows. For non-uniform traffic loads, a heavy-load cell
has more impact on the overall performance than a light-load
cell and hence allocating more bandwidth to the heavy-load
cell B can improve the overall performance. However, if the
bandwidth is over-allocated to cell B, too little bandwidth is

left to the light-load cell A. As such, cell A has a very poor
latency and thus leads to a worse overall performance. This
observation motivates us to quantitatively analyze the impact
of skewed bandwidth allocation and find a better strategy in
terms of overall access performance.

3. Problem formulation

This section describes a general cellular network model
and formulates the bandwidth allocation problem under the
model. In this study, we consider a regular cellular network,
as adopted in the previous work [4,14,19,20]. The area cov-
ered by the cellular network consists of a set of hexagonal
cells, each of which has a radius of R. The bandwidth avail-
able for the data dissemination system covers certain fre-
quency range of the spectrum. If a certain frequency range
is assigned to cell i, it cannot be used in cell i’s neighbor-
ing cells to avoid interference. The minimum distance at
which frequencies can be reused with acceptable interference
is called minimum reuse distance. For example, figures 1(a)
and 1(b) show two cellular networks of minimum reuse dis-
tances (Dmin) of 3R and

√
21R, respectively. Cells which

can use the same frequency are shown using the same filling
pattern. It is assumed that data access requests follow a Pois-
son process for each individual cell. For data dissemination,
each cell employs the data broadcast or the on-demand ac-
cess method [1,7]. For on-demand access, the uplink cost is
ignored because it is generally very small and will not affect
the performance results. It is also assumed that the bandwidth
allocated to a cell can be aggregated to serve data broadcast
or on-demand access [9,11]. To facilitate further discussion,
we define some notations in table 2.

Without loss of generality, assume that cells 1, 2, . . . , Nb

(0 < Nb � N) use the broadcast method and cells Nb + 1,
. . . , N (0 � Nb < N) employ the on-demand access method.
To formulate the problem, we start by deriving the formulae
of data access performance for a single cell. Let’s first con-
sider cell i where the broadcast method is employed. Suppose
that a total of bi bandwidth is assigned to cell i, and instances
of itemi,j are spaced with si,j in the broadcast program. Thus,
itemi,j ’s broadcast frequency is bi/si,j . The expected access
latency for itemi,j is given by:

si,j

2bi
+ li,j

bi
, 1 � j � Mi, 1 � i � Nb,

where the first term is the average waiting time and the second
is the service time.

Table 1
An example of bandwidth allocation in a two-cell system.

Bandwidth allocation (Kbps) Expected access latency (s) Overall expected
Cell A Cell B Cell A Cell B access latency (s)

Uniform 3.0 3.0 1.0 1.0 1.0
Proportional 1.2 4.8 2.5 0.625 1.0
Best 2.0 4.0 1.5 0.75 0.9
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(a)

(b)

Figure 1. Examples of cellular systems with different minimum reuse dis-
tances. (a) Dmin = 3R, (b) Dmin = √

21R.

Table 2
Notation definitions.

Notation Definition

N number of cells in the network
Nb number of cells that employ the broadcast for data

dissemination, 0 � Nb � N

Nc size of an interference cluster
B total amount of bandwidth available for the system
Mi number of data items for cell i’s database

itemi,j data item j for cell i’s database
λi data access rate for cell i

pi,j access probability for itemi,j in cell i,
∑Mi

j=1 pi,j = 1

λi,j mean data access rate for itemi,j , i.e., λi,j = pi,j λi
λc aggregate data access rate for an interference cluster
li,j length of data item itemi,j

ls
i

sum of item sizes for cell i, is
i

= ∑Mi
j=1 li,j

li average size of accessed items for cell i, li = ∑Mi
j=1 pi,j li,j

si,j space distance between instances of itemi,j in cell i’s
broadcast program

bi the amount of bandwidth allocated to cell i, bi > 0
ci coordination of the center of cell i

Dmin minimum frequency reuse distance
t̄ (i, bi ) expected access latency for cell i with bi bandwidth
t̄ b(i, bi ) expected access latency for cell i with bi bandwidth for

data broadcast
t̄ o(i, bi ) expected access latency for cell i with bi bandwidth for

on-demand access

The expected access latency for cell i is obtained:

t̄ b(i, bi) = li + 1/2
∑Mi

j=1 pi,j si,j

bi
, 1 � i � Nb. (1)

It can be observed that t̄ b(i, bi) is inversely proportional
to bi , and t̄ b(i, bi) can also be expressed with (1/bi)t̄ b(i, 1).
Now consider cell i where the on-demand access method is
employed. The system can be approximately modeled as an
M/M/1 queueing model. Let li denote the average size of
accessed items for cell i and bi the bandwidth allocated to
cell i. The service rate is bi/ li , and we obtain the expected
access latency for cell i:

t̄ o(i, bi) = li

bi − λi li
, Nb + 1 � i � N. (2)

Thus, we have the overall expected access latency for the
system as follows (0 � Nb � N):1

t̄ (b1, b2, . . . , bN)

= 1∑N
j=1 λj

(
Nb∑
i=1

λi t̄
b(i, 1)

bi
+

N∑
i=Nb+1

λi li

bi − λili

)
. (3)

Our objective is to find out the optimal allocation of a to-
tal of B bandwidth to each cell which minimizes the over-
all expected latency. For ease of presentation, we define a
new name interference cluster Q as a maximal subset of cells
which are within the distance of mutual interference, i.e.,
|ci − cj | < Dmin, for all i, j ∈ Q, where |ci − cj | is the
distance between cell i and cell j . An interference cluster is a
maximal subset in the sense that the union of this cell cluster
and any other cell is not a cluster within which all the cells
mutually interfere. For example, the set of cells numbered
one through three in figure 1(a) and the set of cells numbered
one through seven in figure 1(b) are two interference clusters,
but the set of cells numbered one and two is not an interfer-
ence cluster in either figure because it does not satisfy the
maximality criterion. Thus, we obtain the mathematical rep-
resentation of the bandwidth allocation problem given by

Minimize t̄ (b1, b2, . . . , bN), (4)

(BA) subject to
∑
k∈Q

bk � B, for any interference

cluster Q ⊆ {1, 2, . . . , N}, (5)

where t̄ (b1, b2, . . . , bN) is given by (3). Note that the con-
straints defined in (5) require that the bandwidth shared by
any interference cluster does not exceed B. It is well known
that the total bandwidth required for a regular cellular network
equals the maximum bandwidth needed by an interference
cluster [5,6]. Therefore, (5) guarantees that the total band-
width for the data dissemination system required by any fea-
sible solution to the BA problem will not exceed the available
bandwidthB. Once a bandwidth allocation solution to the BA
problem is obtained, the problem of assigning frequencies to

1 Throughout this paper, it is assumed that the result is 0 for a sum function
when its superscript is less than its subscript.
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each cell matching the allocation solution can be solved by a
frequency assignment scheme, which is outside the scope of
this paper. Interested readers are referred to [5,6] for details.

4. The proposed heuristic allocation techniques

The optimization problem BA is complicated by not only
bandwidth allocation among an interference cluster but also
the factors of frequency interference and reuse. One naive
solution for this problem is to enumerate all possible band-
width allocation solutions which satisfy the constraints de-
fined in (5) and find out the optimal solution. As can be seen,
this scheme has a very high complexity, which is in the order
of BN . Moreover, if the amount of bandwidth allocated to a
cell can be infinitely small, this scheme is actually infeasible.
In this section, some sophisticated allocation techniques for
the BA problem are proposed. According to (5), an interfer-
ence cluster can share a maximum of B bandwidth. Thus, we
first analyze the optimal bandwidth allocation for an interfer-
ence cluster. When the network size is equal to the cluster
size, this is an exact solution to the BA problem. For the case
where the network size is greater than the cluster size, we fur-
ther propose two heuristics, namely compact allocation and
cluster-step allocation, based on the result for an interference
cluster.

4.1. Optimal bandwidth allocation for an interference cluster

4.1.1. The analysis
This subsection presents the analysis for the optimal band-
width allocation in an interference cluster. Since no frequency
reuse is allowed within an interference cluster, the problem is
greatly simplified. Let Nc denote the number of cells in an
interference cluster and λc the aggregate data access rate for
the cluster, i.e., λc = ∑Nc

i=1 λi . The optimization problem of
minimizing the overall expected latency for an interference
cluster is defined by

Minimize t̄ (b1, b2, . . . , bNc), (6)
(BAc)

subject to
Nc∑
i=1

bi = B, (7)

where t̄ (b1, b2, . . . , bNc) is given by (3).
For the BAc problem, it is obvious that no feasible solu-

tion can be found if B − ∑Nc
i=Nb+1 λili � 0. In this case,

the system has to increase the available bandwidth to offer a
good access performance. When B −∑Nc

i=Nb+1 λi li > 0, the
following theorem is obtained.

Theorem 1. For the optimization problem BAc, if B −∑Nc
i=Nb+1 λi li > 0, the minimum overall expected access la-

tency is achieved when the bandwidth allocated to cell i, bi ,
is given by

bi =




√
λi t̄ b(i, 1)∑Nb

i=1

√
λi t̄ b(i, 1) +∑Nc

i=Nb+1

√
λili

×
(
B −

Nc∑
i=Nb+1

λi li

)
,

if 1 � i � Nb;√
λi li∑Nb

i=1

√
λi t̄ b(i, 1) +∑Nc

i=Nb+1

√
λili

×
(
B −

Nc∑
i=Nb+1

λi li

)
+ λili ,

if Nb + 1 � i � Nc.

(8)

The minimum overall expected latency is

t̄ ∗(b1, b2, . . . , bNc)

= 1

λc(B −∑Nb
i=Nb+1 λi li )

×
(

Nb∑
i=1

√
λi t̄ b(i, 1) +

Nc∑
i=Nb+1

√
λi li

)2

. (9)

Proof. This is a constrained-minimum problem. It can be
solved using the Lagrange multiplier theorem. Detailed proof
is shown in appendix A. �

In the BAc problem, Nb = 0 refers to the case where all
the cells in the cluster employ the on-demand access method.
In the other extreme, Nb = Nc refers to the case where all
the cells employ the broadcast method. In the following, for
Nb = Nc we consider two kinds of broadcast schedules of
particular interest to us.

Flat broadcast. Under this model, each cell broadcasts all
its data items in a round-robin manner. The space distance
between instances of each itemi,j is the sum of item sizes for

cell i, i.e., si,j = ∑Mi

j=1 li,j = lsi . Thus, we have the following
corollary.

Corollary 1. When the flat broadcast schedule is employed
in each cell, the minimum overall expected latency, 1/(λcB)×
(
∑Nc

i=1

√
λi(li + 1/2lsi ))

2, is achieved when the bandwidth al-
located to cell i is proportional to

√
λi(li + 1/2lsi ).

The proof of this corollary is simply by following theo-
rem 1 and substituting the parameters of si,j and t̄ b(i, 1). Re-
consider the example presented in section 2. According to
the above corollary, the minimum latency is achieved when
the bandwidth allocated to cell A and cell B follows the ratio
of

√
1 · (1 + 4/2)/

√
4 · (1 + 4/2) = 1/2, and the optimal la-

tency is 1/((1+4) ·6))(
√

1 · (1 + 4/2)+√
4 · (1 + 4/2))2 =

0.9. The result is consistent with the example.
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(1) 1st-round allocation
remain_band := B;

sum_para := ∑Nb
i=1

√
λi t̄

b(i, 1) +∑Nc
i=Nb+1

√
λi li ;

L := ∑Nc
i=Nb+1

λi li ;

for i := 1 to Nc do
if i � Nb then bi := �

√
λi t̄

b(i, 1)/sum_para · (B − L)/Bu� · Bu;
else bi := �(√λi li /sum_para · (B − L) + λi li )(1/Bu)� · Bu;
if bi == 0 then bi := Bu;
remain_band := remain_band − bi ;

end for
(2) 2nd-round allocation

while remain_band > 0 do
select i for which λi t̄(i, bi ) − λi t̄ (i, bi + Bu) is the largest;
bi := bi + Bu;
remain_band := remain_band − Bu;

end while
while remain_band < 0 do

select i for which bi > Bu and
λi t̄(i, bi − Bu) − λi t̄ (i, bi ) is the least;
bi := bi − Bu;
remain_band := remain_band + Bu;

end while

Algorithm 1. Bandwidth allocation with allocation granularity constraint.

Optimal broadcast. Flat broadcast is simple to implement.
However, its average access performance is poor when the
client access patterns are skewed. For a single cell i, the
minimum expected latency is achieved when spacing si,j of
itemi,j is proportional to square root of its length and in-
versely proportional to square root of its access probability,2

i.e., si,j = √
li,j /pi,j

∑Mi

j=1

√
pi,j li,j . Such a schedule min-

imizing the expected latency is termed as the optimal broad-
cast schedule. Therefore, following theorem 1 we have the
corollary for the optimal broadcast schedule as follows:

Corollary 2. When the optimal broadcast schedule is em-
ployed in each cell, let qi = ∑Mi

j=1

√
pi,j li,j , the minimum

overall expected latency, 1/(λcB)(
∑Nc

i=1

√
λi(li + 1/2q2

i ))
2,

is achieved when the bandwidth allocated to cell i is propor-

tional to
√
λi(li + 1/2q2

i ).

4.1.2. Constraint of bandwidth allocation granularity
So far we have quantitatively analyzed the optimal bandwidth
allocation for different cells in an interference cluster. How-
ever, in some situations, there is a constraint of bandwidth
allocation granularity. Suppose that the minimum bandwidth
allocation unit is Bu, then the bandwidth allocated to a cell
must be nBu, where n is a positive integer. In this case, the
bandwidth allocation needs to approximate the optimal results
obtained in the previous subsection. We propose a heuristic
for such situations. The pseudo-code of the algorithm is de-
scribed in algorithm 1. It is a two-round bandwidth allocation
scheme. In the first round, the algorithm assigns bandwidth to
a cell according to the optimal solution but truncates its frac-
tional bandwidth. If the bandwidth is 0 after truncation, we set

2 This result can be easily obtained by extending the study performed in
[7,16], where waiting time was employed as the performance metric.

it to Bu to prevent the expected latency becoming infinite. In
the second round, if the remaining bandwidth is larger than 0,
Bu bandwidth is repeatedly assigned to a cell which achieves
the greatest incremental decrease3 in the objective function
t̄ (1, 2, . . . , Nc) until the remaining bandwidth is exhausted.
On the other hand, if the remaining bandwidth is less than 0,4

Bu bandwidth is repeatedly extracted from a cell which has
more than Bu bandwidth and introduces the least incremen-
tal increase (i.e., λi t̄(i, bi − Bu) − λi t̄(i, bi)) in the objective
function. The performance of this heuristic is investigated in
the simulation experiments.

4.2. Bandwidth allocation for the cellular network

Due to factors such as frequency reuse and non-uniform
traffic loads, allocating bandwidth for a cellular network to
achieve good access performance is not an easy task. In the
following, we present two heuristics to do bandwidth allo-
cation, namely compact allocation and cluster-step alloca-
tion. In theorem 1, there is an allocation factor associated
with each cell i; hereinafter we call it deserved allocation
factor of cell i. For example, for data broadcast, the deserved
allocation factor for cell i is

√
λi t̄ b(i, 1); for on-demand

access, the deserved allocation factor can be
√
λi li (when

B − ∑Nc
i=Nb+1

λi li dominates) or λili (when
∑Nc

i=Nb+1
λi li

dominates). We take a pessimistic estimation and use λi li
as the allocation factor for on-demand access.

4.2.1. Compact allocation
Under this scheme, the compact frequency allocation ap-
proach [20] is used. In assigning certain frequencies to a
cell, the same frequencies are reused in other cells such that
the average distance between them is minimal. To illustrate
the idea, we borrow the equivalence relation � definition
from [4].

Definition 1. For any two cells i, j in the cellular network,
define (i, j) ∈ � if and only if one of the following holds true:
(i) i = j ; (ii) |ci − cj | = Dmin; (iii) there exists a cell k such
that (i, k) ∈ � and (j, k) ∈ �.

This is an equivalence relation, which, for example, par-
titions the network into three and seven equivalence classes
in figures 1(a) and 1(b), respectively. The implication of this
definition is that for all the cells in an equivalence class we
can assign the same frequencies to them such that the op-
timal reuse distance is achieved. Regarding our bandwidth
allocation problem, the same bandwidth can be allocated to
all the cells in an equivalence class. Thus, the BA problem
is reduced to the BAc problem of bandwidth allocation in
an interference cluster, which consists of a set of cells from
all different equivalence classes with exactly one cell from
each class. Examples of such cell clusters are the set of cells

3 That is, λi t̄(i, bi ) − λi t̄(i, bi + Bu), where t̄ (i, bi ) is given in (1) and (2)
for broadcast and on-demand access, respectively.

4 This occurs when there are too many cells that have bandwidth of 0 after
truncation and are assigned Bu bandwidth.
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numbered one through three in figure 1(a) and the set of cells
numbered one through seven in figure 1(b). In such a cluster,
for each cell we take the average parameter values (i.e., av-
erage

√
λi t̄ b(i, 1),

√
λi li , and λili ) of the cells that belong to

its equivalence class. Then, the techniques presented in sec-
tion 4.1 are used to allocate bandwidth to the cells according
to their average parameter values. It is easy to see that un-
der this scheme the bandwidth utilization is maximized and
the constraints in (5) are satisfied. Obviously, this heuristic is
good for the case where the loads for the cells in an equiva-
lence class is homogeneous, but may not perform well for a
heterogeneous case.

4.2.2. Cluster-step allocation
If the loads for the cells in an equivalence class differ greatly,
it might be better to allocate different amount of bandwidth
to them. In the cluster-step allocation approach, for all possi-
ble interference clusters,5 the bandwidth allocation is carried
out one interference cluster after one depending on their im-
portance. The importance factor for a cluster is determined
by its aggregate deserved allocation factor. The larger the
aggregate deserved allocation factor, the more important the
cluster. For bandwidth allocation in each interference cluster,
the techniques presented in section 4.1 are applied. If some
cells in a cluster Q have been assigned certain bandwidth be-
fore Q is picked only the unassigned cells are considered, i.e.,
the problem becomes how to assign bandwidth B ′ to an inter-
ference cluster which consists of the unassigned cells in Q.
To avoid over-allocating bandwidth to the unassigned cells,
B ′ is determined by taking the minimum of B1 and B2, where
B1 is the remaining available bandwidth in Q and B2 is the
deserved allocated bandwidth for the unassigned cells if no
cells have been assigned bandwidth for Q.

Theorem 2. If data broadcast is employed in all the cells
of the system and there is no constraint of bandwidth allo-
cation granularity, under the cluster-step allocation scheme,
no related interference cluster will exceed the available band-
width B after each allocation for an interference cluster.

Proof. See appendix B. �

The above theorem shows that the cluster-step allocation
scheme can prevent the system from over-using the available
bandwidth B, i.e., (5) is satisfied, for the exclusive broad-
cast case. For other cases, we use a detection approach to
obtain a feasible solution. After allocating bandwidth for an
interference cluster, if it causes a related interference clus-
ter Q′ to over-use bandwidth B, the following operation is
performed. For each cell i in Q′, the bandwidth is adjusted to
the minimum of bi and b′

i , where bi is the currently assigned
bandwidth and b′

i is cell i’s deserved allocated bandwidth if
no cells have been assigned bandwidth for Q′. This method
leads to a feasible solution.

5 An efficient algorithm for finding all interference clusters for a cellular net-
work can be found in [3].

The rationale behind the cluster-step scheme is that it is
more important to optimally allocate bandwidth in an inter-
ference cluster which has more impact on the overall system
performance. Compared with the compact allocation scheme,
this scheme can allocate more bandwidth to a more important
cell. On the other hand, however, the frequency reuse dis-
tances produced by this scheme are not optimized and thus
may lead to a poor performance for a homogeneous case.

5. Performance evaluation

5.1. Basic experiment configuration

The basic experiment configuration is as follows. It is as-
sumed that there is a total of 672 Kbps bandwidth available
for the data dissemination system. The database associated
with each cell consists of 1,000 data items. Data item sizes
follow an exponential distribution with a mean of 10 Kb. The
cellular network has a number of cells. Data access rates for
the cells are set as follows. Each cell i is assigned a relative
access rate λr

i . If cell i uses data broadcast, we set cell i’s
access rate to λr

i since the cell’s access performance depends
on access probabilities over items and is independent to its
data access rate. If cell i uses on-demand access, we intro-
duce a factor of utilization rate ρ. Unless explicitly specified,
cell i’s access rate is set to (B · ρ/(λr · l̄ · Nc))λ

r
i , where B is

the total available bandwidth, λr is the average of λr
i ’s for the

system, l̄ is the average item length and Nc is the size of an
interference cluster. In the experiments, ρ is set to 0.5 by de-
fault. The settings for the relative access rates, λr

i ’s, will be
specified for each set of experiments in the following subsec-
tions. In each cell i, data requests over the items follow the
Zipf distribution [21] with a skewness parameter of θi , and θi
is randomly chosen between 0 and 1. The experiment results
are obtained after the system has reached the stable state, i.e.,
after 5,000 queries have been made in each cell. A total of
1,000,000 queries are evaluated.

In the experiments, besides the proposed allocation algo-
rithms, two additional allocation schemes are evaluated:

• Uniform allocation. The bandwidth is uniformly allocated
to each cell regardless of their workloads.

• Proportional allocation. This scheme allocates bandwidth
to the cells skewly in an intuitive way. The bandwidth
allocated to a cell is linearly proportional to its data access
rate.

5.2. Performance evaluation for an interference cluster

We first investigate the performance of the optimal bandwidth
allocation approach for an interference cluster. To take a close
look at the effects of non-uniform workloads, the size of an
interference cluster, Nc, is set to three. For the three cells,
the relative access rates are set to base_ratei (i = 0, 1, 2),
and base_rate is set to 3 by default; access skewness para-
meters θi’s (i = 0, 1, 2) are randomly set to 0.20, 0.59, 0.38,
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respectively. In order to evaluate the performance under dif-
ferent data dissemination methods, all the cells employ ei-
ther the broadcast or the on-demand access method. For data
broadcast, two kinds of schedules, flat broadcast and optimal
broadcast [7], are considered.

5.2.1. Effect of the workload skewness
In this subsection, the bandwidth allocation schemes are eval-
uated under various levels of workload skewness for the clus-
ter. In the experiments, base_rate is varied from 1 to 6.
The larger the base_rate value, the more skewed the work-
load of the system. The results are presented in figures 2(a)
and 2(b) for optimal broadcast and on-demand access, respec-
tively. The performance trends for flat broadcast are similar
to the optimal broadcast case. In figure 2(a), theoretical lower
bounds are calculated according to (9). In figure 2(b), the-
oretical lower bounds are not available because they require
solving the M/G/1 model which is infeasible analytically.
In the figures, the optimal allocation denotes the scheme that
allocates bandwidth for the cluster according to (8).

From figures 2(a) and 2(b), two main observations are
made. First, among the three allocation schemes, the pro-

(a)

(b)

Figure 2. Access latency performance under skewed workloads. (a) Optimal
broadcast. (b) On-demand-access.

posed optimal allocation scheme performs the best. For
data broadcast, in all cases, the performance of the opti-
mal allocation approaches the theoretical lower bounds very
closely. When the traffic loads are uniform in the cluster
(i.e., base_rate = 1), all the schemes have the same per-
formance. With increasing workload skewness, the perfor-
mance improvement of the optimal allocation scheme over the
uniform and proportional allocation schemes becomes much
greater. For example, for on-demand access, when base_rate
is larger than 3, the uniform allocation scheme makes the
system saturated because the heavy-load cells have too lit-
tle bandwidth, whereas the optimal allocation scheme can ad-
just bandwidth allocation among the cells and achieve a very
good performance; and when base_rate = 6 the optimal allo-
cation scheme is 32% better than the proportional allocation
scheme. Second, although more bandwidth is allocated to
the heavy-load cells in the proportional allocation scheme, its
performance is not good. On average, it is 24.2% and 23.4%
worse than the optimal allocation scheme for optimal broad-
cast and on-demand access, respectively. It is observed in the
experiments that, in terms of variance, the optimal allocation
scheme performs similarly to the uniform allocation scheme
but the proportional allocation scheme has a very bad perfor-
mance. This verifies our intuition that the need of allocating
more bandwidth to the heavy-load cells is over-estimated in
the proportional allocation scheme.

5.2.2. Effect of the bandwidth allocation granularity
This subsection investigates the performance under a con-
straint of bandwidth allocation granularity. The performance
of the proposed scheme is compared to the theoretical lower
bounds, which are calculated without the constraint. Since
on-demand access has no available lower bounds, only data
broadcast is evaluated. The uniform and proportional alloca-
tion schemes are also included for comparison. For the uni-
form and proportional allocation, if the number of allocated
bandwidth units for a cell is not an integer, the aggregate frac-
tional bandwidth is re-assigned unit by unit in a way such that
the overall performance is the best. The minimum bandwidth
allocation unit is varied from 224 Kbps to ∞−1, where ∞−1

denotes the case where there is no constraint on bandwidth al-
location granularity. In other words, the number of bandwidth
allocation units is varied from 3 to ∞. In the figures, the op-
timal allocation denotes the scheme that allocates bandwidth
for the cluster using algorithm 1.

Figures 3(a) and 3(b) show the experiment results for flat
broadcast and optimal broadcast, respectively. As can be
seen, the optimal allocation scheme performs pretty well.
When the number of allocation units is larger than 15, it has
a very close performance to the theoretical lower bounds.
When the number of allocation units is smaller than 15, its
performance is only a little worse. For example, when there
are only 3 allocation units available, the optimal allocation
scheme is 19% worse than the lower bound for both flat
broadcast and optimal broadcast. However, since in this case
the only reasonable solution is to allocate one unit for one cell,
in fact this is the best result that a practical scheme could ob-
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(a)

(b)

Figure 3. Effect of different bandwidth allocation granularity. (a) Flat broad-
cast. (b) Optimal broadcast.

tain. In all cases, the optimal allocation scheme performs no
worse than the uniform and proportional allocation schemes.

5.3. Performance evaluation for the cellular network

This section evaluates the performance of the proposed al-
location schemes for a cellular network. It is assumed that
the network consists of 7 × 7 cells as shown in figure 4.
A “wrapped-around” cellular network model is further as-
sumed, in which the left-most column of cells is regarded as
adjacent to the right-most column of cells and the top-row is
adjacent to the bottom-row. The minimum reuse distance is
assumed to be

√
21R [14,20]. In other words, the size of an

interference cluster is seven. Thus, it is easy to see that there
are totally 49 interference clusters for this cellular network.
The minimum bandwidth allocation unit is set to 9.6 Kbps,
i.e., there are totally 70 bandwidth allocation units. Three
data sets with different features are tested. In data set #1,
the relative access rate for each cell is randomly chosen be-
tween 1 and 50. In data set #2, the relative access rate for the
cells in the same equivalence class i is randomly chosen be-
tween 1 and 2i+1. In data set #3, the relative access rates for
most cells are uniformly distributed between 1 and 10 except

Figure 4. The cellular system used in the experiments.

(a)

(b)

Figure 5. Performance of data broadcast for the cellular network. (a) Flat
broadcast. (b) Optimal broadcast.

that some cells have a much higher rate of 100. These three
sets are labeled as random access (RAND), homogeneous ac-
cess (HOMO), and heterogeneous access (HETERO) cases,
respectively. The real settings for the relative access rates λr

i ’s
and access skewness parameters θi’s are shown in tables 3–5.
Since the proportional allocation demonstrates a similar per-
formance to the uniform allocation scheme in the previous
subsection, we do not include it for comparison here.
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Table 3
Data set #2: random access.

(λr
(x,y)

, θ(x,y)) x = 0 x = 1 x = 2 x = 3 x = 4 x = 5 x = 6

y = 0 (1, 0.03) (33, 0.70) (16, 0.31) (34, 0.39) (6, 0.79) (26, 0.83) (25, 0.91)
y = 1 (31, 0.85) (19, 0.62) (13, 0.99) (19, 0.79) (42, 0.95) (9, 0.38) (15, 0.44)
y = 2 (33, 0.32) (40, 0.28) (50, 0.54) (41, 0.49) (24, 0.07) (27, 0.02) (2, 0.02)
y = 3 (13, 0.05) (36, 0.55) (36, 0.91) (49, 0.71) (17, 0.51) (23, 0.59) (36, 0.09)
y = 4 (37, 0.47) (9, 0.40) (1, 0.85) (40, 0.96) (3, 0.69) (30, 0.75) (13, 0.27)
y = 5 (28, 0.61) (26, 0.26) (20, 0.31) (10, 0.22) (33, 0.01) (36, 0.12) (16, 0.62)
y = 6 (49, 0.99) (42, 0.42) (20, 0.04) (36, 0.21) (7, 0.35) (31, 0.21) (28, 0.01)

Table 4
Data set #2: homogeneous access.

(λr
(x,y)

, θ(x,y)) x = 0 x = 1 x = 2 x = 3 x = 4 x = 5 x = 6

y = 0 (1, 0.03) (3, 0.70) (3, 0.31) (11, 0.39) (4, 0.79) (34, 0.83) (63, 0.91)
y = 1 (20, 0.85) (24, 0.62) (33, 0.99) (1, 0.79) (4, 0.95) (2, 0.38) (5, 0.44)
y = 2 (3, 0.32) (7, 0.28) (16, 0.54) (26, 0.49) (30, 0.07) (69, 0.02) (2, 0.02)
y = 3 (16, 0.05) (91, 0.55) (2, 0.91) (4, 0.71) (3, 0.51) (8, 0.59) (23, 0.09)
y = 4 (6, 0.47) (3, 0.40) (1, 0.85) (51, 0.96) (6, 0.69) (2, 0.75) (1, 0.27)
y = 5 (72, 0.61) (2, 0.26) (2, 0.31) (2, 0.22) (11, 0.01) (23, 0.12) (20, 0.62)
y = 6 (16, 0.99) (27, 0.42) (25, 0.04) (91, 0.21) (1, 0.35) (3, 0.21) (5, 0.01)

Table 5
Data set #3: heterogeneous access.

(λr
(x,y)

, θ(x,y)) x = 0 x = 1 x = 2 x = 3 x = 4 x = 5 x = 6

y = 0 (1, 0.03) (100, 0.70) (7, 0.31) (14, 0.39) (3, 0.79) (11, 0.83) (10, 0.91)
y = 1 (13, 0.85) (8, 0.62) (6, 0.99) (8, 0.79) (17, 0.95) (4, 0.38) (100, 0.44)
y = 2 (13, 0.32) (16, 0.28) (20, 0.54) (17, 0.49) (100, 0.07) (11, 0.02) (13, 0.02)
y = 3 (5, 0.05) (15, 0.55) (100, 0.91) (20, 0.71) (7, 0.51) (9, 0.59) (15, 0.09)
y = 4 (100, 0.47) (4, 0.40) (1, 0.85) (16, 0.96) (1, 0.69) (12, 0.75) (5, 0.27)
y = 5 (12, 0.61) (11, 0.26) (8, 0.31) (4, 0.22) (13, 0.01) (100, 0.12) (7, 0.62)
y = 6 (20, 0.99) (17, 0.42) (8, 0.04) (100, 0.21) (3, 0.35) (13, 0.21) (11, 0.01)

The allocation schemes are first evaluated for the case
where all the cells employ the broadcast method for data dis-
semination. The results are shown in figure 5. Examine the
optimal broadcast case (figure 5(b)). For RAND, the proposed
compact allocation scheme performs similarly to the uniform
allocation scheme. For HOMO, the compact allocation and
cluster-step allocation schemes have much better performance
than the uniform allocation scheme, producing the improve-
ment of 24.7% and 22.2%, respectively. For both RAND and
HOMO, the cluster-step allocation scheme is a little bit worse
than the compact allocation scheme. This is mainly because
the frequency reuse distances are not optimized in the cluster-
step allocation scheme. For HETERO, the compact alloca-
tion scheme has the performance as bad as the uniform al-
location scheme, whereas the cluster-step allocation scheme
improves the performance 22% over them. The compact allo-
cation scheme is not good, because it only takes into consid-
eration the average load for each equivalence class. Similar
results are observed for flat broadcast.

In the following set of experiments, we compare the al-
location schemes for the case where all of the cells employ
the on-demand access method. The results are shown in fig-
ures 6(a) and 6(b) for the utilization rates of 0.2 and 0.5,
respectively. When the system has a light utilization (see

figure 6(a)), results similar to the exclusive broadcast case
are obtained. However, for HOMO and HETERO the im-
provement of the proposed schemes over the uniform allo-
cation scheme is much greater. The reason is that under the
on-demand access model, if the data access rate exceeds a
cell’s capacity, its performance will become extremely poor.
Thus on-demand access is more sensitive to bandwidth allo-
cation. When the system reaches a medium utilization (see
figure 6(b)), the proposed schemes can adjust bandwidth allo-
cation among the cells to achieve a good overall performance.
However, some of the cells in the uniform allocation scheme
have a very poor performance, which leads to a worse overall
performance for all three cases. Moreover, in figure 6(b), the
cluster-step allocation scheme performs better than the com-
pact allocation scheme for both RAND and HOMO. We also
conducted experiments for a heavy load case (ρ = 0.8), and
the observed results are similar to the case of ρ = 0.5.

In the last set of experiments, the allocation schemes are
investigated for a hybrid system. In a hybrid system, the cells
of relative access rates λr

i < T employ the on-demand access
and the rest use the optimal broadcast. Figures 7(a) and 7(b)
illustrate the experiment results for T = 5 and T = 10,
respectively. From the figures, the first observation is that
the relative performance of the allocation schemes is simi-
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(a)

(b)

Figure 6. Performance of on-demand access for the cellular network. (a) ρ =
0.2. (b) ρ = 0.5.

lar to the exclusive broadcast case except that for HOMO the
compact allocation scheme has a worse performance than the
cluster-step allocation scheme. This can be explained as fol-
lows. The compact allocation scheme assigns less bandwidth
to cells which have a lighter average load. However, if the
loads for some cells in this class are heavy, as observed be-
fore for on-demand access, their performance is very poor,
resulting in a worse overall performance. That is also the
reason that the performance for the compact allocation be-
comes even worse when T = 10. The second observation
is that a hybrid system can improve the overall system per-
formance if a reasonable number of light-load cells use the
on-demand access method instead of the broadcast method.
We illustrate this observation using the HETERO data set as
an example. Compare figures 5(b) and 7(a); for HETERO
the performance of the cluster-step allocation scheme is im-
proved by 7.7% when the cells of λr

i < 5 employ the on-
demand access. However, as T is increased to 10, i.e., the
cells of λr

i < 10 employ the on-demand access, its perfor-
mance degrades 13% (see figure 7(b)). The main reason is
that under a light load on-demand access can achieve a better
performance than data broadcast but under a heavy load data
broadcast wins.

(a)

(b)

Figure 7. Performance of hybrid access for the cellular network. (a) T = 5.
(b) T = 10.

6. Related work

6.1. Bandwidth allocation for data dissemination

Bandwidth allocation strategies for data dissemination so
far have focused on two aspects. One aspect is bandwidth
allocation among different data items for broadcast sched-
ules [1,7,18]; the other is bandwidth allocation between data
broadcast and on-demand access for hybrid data dissemina-
tion systems [9,11]. However, both of them are limited to a
single-cell environment.

A broadcast schedule consists of two subproblems:
(i) bandwidth allocation among different items, and (ii) order
of items to be broadcast. In [1], a periodic dissemination ar-
chitecture, called Broadcast Disk (Bdisk), was proposed. The
Bdisks superimpose multiple (logical) disks, each spinning
at a different speed, on a single broadcast channel. Using
the Bdisk, one can construct a fine-grained memory hierarchy
such that the items of higher popularities are assigned more
bandwidth and are closer to the clients. Optimal broadcast
schedules were investigated in [7,18], where a square-root
rule was discovered for minimizing the overall waiting time.

In a hybrid data dissemination system, the data broad-
cast and on-demand access are combined to complement each
other [9,11]. Imielinski and Viswanathan [9] considered one
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channel in a cell and the channel is divided into two sub-
channels: broadcast and on-demand access. Based on this ar-
chitecture, they proposed an algorithm that achieves the min-
imum number of uplink requests while making sure that the
optimal mean access latency does not exceed a certain pre-
defined threshold. There were no simulation studies in [9].
Lee et al. [11] assumed that there are a number of channels in
a cell. Based on an M/M/m/B queuing model, a dynamic
channel allocation scheme was proposed to obtain the min-
imum overall access latency. Basically, the proposed algo-
rithms in [9,11] aim at identifying the optimal set of broadcast
items and determining the amount of bandwidth used for data
broadcast and on-demand access.

The authors in [2,13,15] studied the schemes for allocat-
ing data on broadcast and on-demand channels. However,
their studies assumed a fixed ratio of broadcast to on-demand
bandwidth, as opposed to dynamic assignment based on sys-
tem workloads.

6.2. Channel allocation for voice communication

Channel allocation schemes have been extensively studied for
multi-cell voice communication systems (see [10] for a survey
and [12,17] for some more recent work). Different from data
dissemination, the main concerns for voice communications
are blocking probability for new calls, dropping probability
for hand-off calls, and delay in channel assignment etc.

Basically, the existing channel allocation schemes for
voice communications can be divided into three categories
[10]: fixed channel allocation, dynamic channel allocation,
and hybrid channel allocation. In fixed channel allocation,
a number of channels are permanently allocated to each cell
depending on long-term traffic loads. In dynamic channel al-
location, all channels are placed in a pool and they are as-
signed to new calls on a call-by-call basis. Hybrid channel
allocation strategies combine aspects of both fixed and dy-
namic channel allocation schemes. Each cell is assigned a set
of permanent channels and when the permanent channels for
a cell become inadequate it requests channels as needed from
the shared channel pool.

Among these three categories, closest to our work is fixed
channel allocation [14,20]. In [20], the non-uniform com-
pact pattern allocation scheme was proposed, which attempts
to allocate channels to cells in a way such that the overall
call blocking probability is minimized. A regular hexago-
nal cellular network was considered. Cochannel cells of a
channel refer to the cells that can use this channel simultane-
ously without causing signal interference. The allocation of a
channel to the set of cochannel cells forms an allocation pat-
tern. The allocation pattern with minimum average distance
between cochannel cells is referred to as the compact alloca-
tion pattern. Given the traffic load for each cell, the proposed
heuristic finds the optimal compact allocation pattern for one
channel at a time until all available channels are allocated.

In [14], new calls and hand-off calls are distinguished. It
considered prioritized channel assignment, where higher pri-
orities are given to hand-off calls, i.e., only hand-off calls

can be admitted after the number of remaining free channels
drops below some threshold. The objective considered is to
minimize the overall hand-off call dropping probability while
ensuring sufficient level of QoS for new call attempts. As
such, a marginal capacity allocation technique was proposed
for channel allocation in a cell cluster. On determining the
assignment of each channel, the cell which can achieve the
largest incremental decrease in the objective function is se-
lected. It is not clear how to extend the result to a cellular
network in [14].

7. Conclusion

Studies on bandwidth allocation for data dissemination in a
multi-cell mobile network have been limited in the literature.
To the best of our knowledge, this is the first study that at-
tempts to address the multi-cell bandwidth allocation problem
for data dissemination. With the boom of mobile data appli-
cations, it is believed that the bandwidth allocation problem
will become more and more important.

In this paper, we have formulated the bandwidth alloca-
tion problem formally under a regular cellular model, with
the objective of minimizing the overall expected data access
latency. We have analyzed how to optimally allocate band-
width for an interference cluster without frequency reuse.
Two heuristic bandwidth allocation schemes have also been
proposed for a cellular network with frequency reuse. The
compact allocation scheme achieves the optimal frequency
reuse distance, whereas the cluster-step allocation scheme as-
signs more bandwidth to important cells.

The proposed schemes have been evaluated by a series
of experiments under various system configurations. For a
three-cell interference cluster, the proposed optimal alloca-
tion method shows a substantially better performance than the
uniform and proportional allocation schemes for non-uniform
workloads. It is also demonstrated that the proposed allo-
cation approach has a very good performance when there is
a constraint on the bandwidth allocation granularity. For a
7 × 7 cellular network, the proposed compact allocation and
cluster-step allocation schemes were investigated under three
kinds of data sets. For the random access case, the proposed
schemes perform better than the uniform allocation scheme
when the average system utilization is medium or high for
on-demand access. For the homogeneous access case, both
of the proposed schemes outperform the uniform allocation
scheme significantly. The compact allocation scheme has a
better performance than the cluster-step allocation scheme
for data broadcast and light-load on-demand access, but the
cluster-step allocation scheme dominates in the other cases.
For the heterogeneous access case, the cluster-step allocation
scheme performs significantly better than the uniform alloca-
tion scheme, whereas the compact allocation scheme cannot
improve the performance.

As for future work, we are going to extend this study to
irregular cellular network models and other optimization ob-
jectives. As a starting point, it is assumed in this paper that
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each cell employs either broadcast or on-demand access for
data dissemination. A third model is hybrid data dissemina-
tion, in which one needs to consider how much bandwidth is
assigned to a cell and how to allocate the assigned bandwidth
between broadcast and on-demand access. Thus, this hier-
archical bandwidth allocation problem becomes more com-
plicated, which deserves more work. Furthermore, the band-
width allocation problem can be considered in an integrated
service model where voice and data services are combined. In
addition, this study considered allocating bandwidth based on
long-term traffic loads for the cells. It is interesting to inves-
tigate how hand-offs and/or dynamic loads would affect the
system performance.
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Appendix A. Proof of theorem 1

Since
∑Nb

i=1 bi = B, we have
∑Nc

i=1 bi − B = 0. Let

L(b1, b2, . . . , bNc , γ )

= t̄ (b1, b2, . . . , bNc) + γ

(
Nc∑
i=1

bi − B

)
. (A.1)

It is obvious that the optimization problem defined by the
above equation and (7) is equivalent to the BAc problem.

Substituting (3) for t̄ (b1, b2, . . . , bNc) we rewrite (A.1) as
follows:

L(b1, b2, . . . , bNc, γ )

= 1

λc

(
Nb∑
i=1

λi t̄
b(i, 1)

bi
+

Nc∑
i=Nb+1

λi li

bi − λili

)

+ γ

(
Nc∑
i=1

bi − B

)
. (A.2)

The differential technique is applied to solve this optimiza-
tion problem. Differentiate (A.2) by bi , we obtain

∂L(b1, . . . , bNc , γ )

∂bi
= − 1

λc

λi t̄
b(i, 1)

b2
i

+ γ,

if 1 � i � Nb, (A.3)

and

∂L(b1, . . . , bNc , γ )

∂bi
= − 1

λc

λi li

(bi − λili )2 + γ,

if Nb + 1 � i � Nc. (A.4)

Equal them to zero, after some transformation we have:

bi =




√
λi t̄ b(i, 1)√

λcγ
, if 1 � i � Nb;

√
λi li√
λcγ

+ λi li , if Nb + 1 � i � Nc.

(A.5)

As
∑Nc

i=1 bi = B, we obtain

Nb∑
i=1

√
λi t̄ b(i, 1)√

λcγ
+

Nc∑
i=Nb+1

(√
λi li√
λcγ

+ λi li

)
= B,

1√
λcγ

(
Nb∑
i=1

√
λi t̄ b(i, 1) +

Nc∑
i=Nb+1

√
λi li

)

+
Nc∑

i=Nb+1

λili = B,

√
λcγ =

∑Nb
i=1

√
λi t̄ b(i, 1) +∑Nc

i=Nb+1

√
λi li

B −∑Nc
i=Nb+1 λi li

. (A.6)

Substituting
√
λcγ in (A.5), we get bi as follows:

bi =




√
λi t̄ b(i, 1)∑Nb

i=1

√
λi t̄ b(i, 1) +∑Nc

i=Nb+1

√
λi li

×
(
B −

Nc∑
i=Nb+1

λili

)
,

if 1 � i � Nb;√
λi li∑Nb

i=1

√
λi t̄ b(i, 1) +∑Nc

i=Nb+1

√
λi li

×
(
B −

Nc∑
i=Nb+1

λili

)
+ λi li,

if Nb + 1 � i � Nc.

(A.7)

This means that when bi is given by (A.7), (A.1) is min-
imized, and hence t̄ (b1, b2, . . . , bNc) is optimized as well.
Substituting bi in (3), we obtain the minimum overall ex-
pected latency as follows:

t̄ ∗(b1, b2, . . . , bNc)

= 1

λc(B −∑Nc
i=Nb+1 λi li)

×
(

Nb∑
i=1

√
λi t̄b(i, 1) +

Nc∑
i=Nb+1

√
λi li

)2

.

Appendix B. Proof of theorem 2

Under the cluster-step allocation scheme, at each allocation
step for an interference cluster, only the unassigned cells are
considered. Thus, each allocation affects the total assigned
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bandwidth only for the interference clusters that have not
been picked. Assume the current cluster considered is Q.
Let’s consider a related interference Q′ which has not been
picked yet and intersects with Q. Without loss of generality,
assume that cells 1, 2, . . . , Na (1 � Na � Nc) in Q′ have
been assigned certain bandwidth after the current allocation.
Further assume that the bandwidth of cell i (1 � i � Na)
is assigned when cluster Qi is picked. When the exclusive
broadcast method is employed, the deserved allocation factor
is fi = √

λi t̄b(i, 1) for cell i. Let f q
i be the aggregate allo-

cation factor for cluster Qi (1 � i � Na), and f
q
Q′ be the

aggregate allocation factor for cluster Q′, f q
Q′ �

∑Na
i=1 fi .

Now consider cell i. If no cells have been assigned band-
width when Qi is picked, then the bandwidth allocated to
cell i is bi = (fi/f

q
i )B. If some cells have been assigned

when Qi is picked, let f u
i denote the aggregate allocation

factor for the unassigned cells; because the algorithm lim-
its the available bandwidth B ′ for the unassigned cells up
to the amount of bandwidth that they are deserved to have,
then bi = (fi/f

u
i )B

′ � (fi/f
u
i )((f

u
i /f

q
i )B) = (fi/f

q
i )B.

Thus, the bandwidth allocated to cluster Q′ so far is TB �∑Na
i=1(fi/f

q
i )B. Since Qi (1 � i � Na) has been picked but

Q′ has not, this means f q
i � f

q
Q′ (1 � i � Na) according to

the algorithm. Therefore, TB �
∑Na

i=1(fi/f
q
Q′)B � B, and

the theorem follows.
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