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Abstract. While position information plays a significant role in sen-
tence scoring of single document summarization, the repetition of con-
tent among different documents greatly impacts the salience scores
of sentences in multi-document summarization. Introducing frequencies
information can help identify important sentences which are generally
ignored when only considering position information before. Therefore,
in this paper, we propose a scoring model, SAFA (Self-Attention with
Frequency Graph) which combines position information with frequency
to identify the salience of sentences. The SAFA model constructs a fre-
quency graph at the multi-document level based on the repetition of
content of sentences, and assigns initial score values to each sentence
based on the graph. The model then uses the position-aware gold scores
to train a self-attention mechanism, obtaining the sentence significance
at its single document level. The score of each sentence is updated by
combing position and frequency information together. We train and test
the SAFA model on the large-scale multi-document dataset Multi-News.
The extensive experimental results show that the model incorporating
frequency information in sentence scoring outperforms the other state-
of-the-art extractive models.

Keywords: Multiple document summarization · Position
information · Frequency · Graph

1 Introduction

Document summarization usually has two directions: Single Document Summa-
rization (SDS) and Multi-Document Summarization (MDS). While many previ-
ous SDS researches have achieved competitive results [3,9,24,25,30], there is still
a room for MDS development. Though some of the previous SDS researches could
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be generalized on MDS field, MDS models still need to be developed according to
their own characteristics. Some studies [8,18,26,27,33] show that position infor-
mation, one of the main factors for identifying salient sentences, could have sub-
stantially positive effects on single-document summarization. As the study [29]
shows, however, position information is less effective than the frequency of sen-
tences for improving the scores of evaluations (e.g. ROUGE [17]). Repetition
among multiple documents has rarely been considered as an indicator of salience
information before, because it is not applicable for SDS. For the MDS dataset,
documents in a document pair mainly discuss the same event, thus having many
repetitive contents. A sentence should be considered significant if its content has
been repeated over many documents. On the other hand, not all documents have
a similar narrative structure. It might not be sufficient to depend on the position
information only for MDS tasks to solve this problem. We need to balance the
frequency and position information when scoring sentences.

In this paper, we propose a model - Self-Attention with Frequency Graph
(SAFA) to consider the position and frequency of a sentence at the same time
when scoring the sentence. In SAFA, a global sentences frequency graph is first
constructed for each document pair based on frequency information at the multi-
document level. A node in the graph stands for a sentence. The weight of the
edge between two nodes is the cosine similarity of the nodes sentences. The graph
then groups sentences with high similarities together. Based on the similarities
between sentences and the size of each group, a newly defined variable centrality
directly represents “to what degree a sentence contains the repeated contents in
the document pair”. Centrality for each sentence is thus assigned as its initial
Score to indicate its frequency information at multi-document level. At the same
time, we utilize the self-attention mechanism with a Bi-LSTM neural network
to extract the sentence information at the single-document level. The training
process of the Bi-LSTM neural network uses position-aware pseudo values as the
training target, thus incorporating the position information in the self-attention
values. These values are then used to update the frequency graph and assign new
scores, which combine both the centrality and the self-attention values to nodes.
Finally, a sentence ranking and selecting process is implemented to generate
the summary. Therefore, each sentence’s final score considers both the position
information from the single-document level and the frequency from the multi-
document level.

We train and test our model on Multi-News [7], the first large-scale MDS
news dataset released in 2019. The results show that SAFA outperforms the
other extractive models on ROUGE scores. We have also conducted ablation
studies on the two features to show that they are both indispensable parts of
MDS. The human evaluations show that the summary from our proposed model
contains more important information with strong readability.

The contributions of this paper are:

– We exploit the role of frequency information in multi-document summariza-
tion. Ablation experiments show that the model combing two features (posi-
tion and frequency) performs better than considering only one feature.
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– We propose a scoring model - SAFA, which incorporates the frequency of a
sentence at the multi-document level with the positional information at the
single document level.

– We conduct extensive experiments on the large-scale MDS dataset Multi-
News, which show that the method combining these two features outperforms
the other extractive models to the best of our knowledge. The results of the
human evaluation show that the summaries generated from our model hold
strong readability and contain more information.

2 Related Work

Graph-Based Methods. [6,8,11,16,22,28,31,34] have been widely applied to
solve document summarization issues. Some use the graph-based ranking mech-
anism [6,22,28] for sentence extraction. For instance, LexRank [6] proposed a
stochastic graph-based method to calculate the importance of relative units.
TextRank [22] proposed a ranking system with two unsupervised methods to
extract keyword or sentence. Others introduce graphs to explore the structures
between sentences and documents. For example, GraphSum [16], a abstractive
summarization model, combines multiple graphs into a neural network which
has a similar structure as Transformer [32]. This inspires us to use a graph con-
structed from the frequency information to identify the repeated contents among
multiple documents.

In summarization, a graph could be used to represents the input documents
where the nodes are sentences and the edges are relations between the two con-
necting nodes [34]. This provides us a way to directly measure the repetitive
contents among multiple documents by putting the similarity between two sen-
tences to the edge to introduce frequency information to the neural network

Position Information has usually been a significant factor for finding the
salience of a word or sentence in document summarization [5,12,21,26,27]. Many
researches [8,18,26,27,33] approve of the positive effect of position information
on extracting important content when dealing SDS issues. They state that sen-
tences at the beginning position of a document have higher probabilities to being
salient. For a MDS task, the attributes of single document is also an indispens-
able factor to obtain a structured summary.

The Attention Mechanism was first proposed in solving image classifica-
tion problems [23]. In recent years, the incorporation of self-attention in neural
networks has solved many NLP field problems such as abstractive summariza-
tion [20], text parsing [13,14], and speaker identification [1]. In this paper, we
use a self-attention mechanism [19] with Bi-LSTM neural network to obtain
the salience of a sentence within a single document based on the position
information.
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Fig. 1. The pipeline of the model. (Part 1) is a global frequency graph for each docu-
ment pair. Each group is a cluster of similar sentences. (Part 2) is to implement self-
attention for every single document. It contains a sentence encoder and a Bi-LSTM
neural network for the self-attention computation. (Part 3) is the final scoring step
which takes both the result of (Part 1) and (Part 2) into account to update the final
score of each sentence.

3 SAFA Model

This section describes the specific details of the proposed SAFA model and
explains how the model combines position and frequency information together.
Figure 1 illustrates the pipeline of the SAFA model. It consists of three parts:
(1) a global frequency graph at multi-document level generating sentence groups
for each document pair to incorporate frequency information, (2) a Bi-LSTM
neural network applying the position-aware self-attention mechanism to every
single document, and (3) a sentence scoring algorithm to take both frequency
(from part 1) and position information (from part 2) into account to update
scores indicating salience of sentences.

3.1 Frequency Graph

This sub-section provides the details of how the frequency graph is generated for
each document pair. The graph is used to represent the sentences and measure
the similarity between them. The construction of the graph for each document
pair takes all sentences together. A sentence is first randomly selected in each
document pair. For a new sentence having any cosine similarity with the selected
sentence greater than a threshold Nt, it is put into the group of the selected
sentence with the greatest cosine similarity. Otherwise, it waits for another com-
parison or join no group at the end. The process terminates if each sentence
belongs to one and only one group.

Sentences within the group Gi are connected by edges and are considered
as neighboring nodes to each other. We define the centrality Ci

j for sentence
sj in group Gi containing the frequency information as the average similarity
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between node j and its neighboring nodes. The centrality measures how similar
the sentence is with other sentences in the same group.

Ci
j =

∑

sk∈Gi/sj

CosSim(sj , sk) (1)

where Gi/sj is the set of sentences in group Gi except sj , and n is the group
size. If the sentence does not belong to any group, its sentence centrality is 0.
Each node will have its Centrality as its initial value for Score.

Therefore, a group is the collection of all similar sentences. That is, these
sentences describe similar things within one document or among multiple doc-
uments. The sentence centrality for each node in this global graph contains
information on the frequency of the sentence and is set as the initial score for
the scoring model.

3.2 Self-attention for Single Document

This sub-section explains how the self attention which takes the position infor-
mation of each sentence is computed within one document.

A Bi-LSTM is applied to extract the representation of each sentence within
the single document it belongs to. For each document, the sentence embedding
is calculated by BERT [4], and the sentence embeddings are the inputs of the Bi-
LSTM neural network. The hidden states H are then used by the self-attention
mechanism to get the vector of self-attention values a for all sentences in the
single document. The self-attention vector is calculated as:

a = softmax (vtanh(WhHT )) (2)

where Wh is a learnable weight and v is a learnable vector.
For each sentence si, we calculate a pseudo training target ti for it. The target

acts as a “gold score” for training. The ti for each sentence si in a single source
document is the sum of the cosine similarities between si and all sentences in
the corresponding gold summary. A softmax function is applied to make the
sum of all ti in one document to 1:

ti = softmax(
∑

sj∈Gi

Cos(si, sj)) (3)

The (a) graph in Fig. 2 shows the distribution of the average target values for
sentences in the same position. The target values are monotonically decreasing,
indicating that the training target is position-aware. In other words, since the
training process of obtaining the self-attention value incorporates the position
information, the self-attention value will also take position into account.
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3.3 Sentence Scoring

This subsection shows how the final score of each sentence is computed and how
the final extractive summaries are constructed.

A Score combining information of both frequency and position is updated
for each sentence, indicating the salience of a sentence at both single document
level and multi-document level. The Scorei for si is updated as:

Scorei = a[i] + Ci ∗ NGj
(4)

where a[i] is the self-attention value containing positional information and
salience of si at single document level; Centralityi contains frequency informa-
tion at multi-document level. Since each group is allowed to output only one sen-
tence in the selection process to reduce redundancy, we multiply the Centralityi
with the size of group NGj

to indicate that large groups (i.e. sentences with high
frequency) should have more weight.

Finally, the sentence in each group with the highest score is selected to form
the summary. The summary thus considers the frequency and positional infor-
mation of sentences, as well as the salience at both single document and multi-
document level.

4 Experiments and Result

4.1 Dataset and Experimental Setup

The model is trained and tested on the large scale Multi-News MDS dataset[7].
Multi-News is a large-scale dataset for multi-document summarization tasks.
There are 44,972 document pairs in the training set, 5622 pairs for both vali-
dation and test sets. Each document pair contains a gold summary and 2 to 10
documents describing the same event. The threshold Nt of forming a group is
0.3. For the Bi-LSTM self-attention part, the size of the hidden state and the
dimension of the self-attention weight matrix are 300.

4.2 Experimental Result

We compare our model with six representative models that perform well on
Multi-News. The first three are extractive; The others are abstractive:

– LexRank [6] is a graph-based method for computing relative importance.
– TextRank [22] is a ranking model based on the global graph. It uses eigen-

vectors to compute the importance of each sentences.
– MMR [2] combines query-relevance with information-novelty, ranking the sen-

tences based on relevance and redundancy.
– Hi-MAP [7] uses a pointer-generator and incorporates the MMR algorithm

to generate the summary.
– PG-MMR [15] is a pointer-generator model, applying the MMR algorithm in

the encoder to filter out unimportant sentences, and then put all important
sentences in the decoder to form a summary.
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Table 1. ROUGE F1 scores for models trained and tested on the Multi-News dataset.
Models with “*” are abstractive.

Method R-1 R-2 R-SU

PG-MMR* 40.55 12.36 15.87

CopyTransformer* 43.57 14.03 17.37

GraphSum* 45.70 17.12 19.06

LexRank 38.27 12.70 13.20

TextRank 38.44 13.10 13.50

MMR 38.77 11.98 12.91

Hi-MAP 43.47 14.89 17.41

SAFA (our model) 45.47 15.91 18.87

Table 2. Ablation study on the Multi-News dataset.

Model R-1 R-2 R-SU

w/o group 37.93 11.77 13.55

w/o position 43.65 14.98 17.44

SAFA 45.47 15.91 18.87

– CopyTransformer [10] randomly chooses an attention head to copy the dis-
tribution.

– GraphSum [16] puts graphs into a neural network with structure similar to
the Transformer.

We evaluate all models with the automatic ROUGE metric using version
“ROUGE-1.5.5” on both the dataset and the Multi-News dataset. It has three
ROUGE values for each model: the overlaps of unigrams (R-1), bigrams (R-2),
and the skip-bigrams with a maximum distance of four words (R-SU).

Table 1 shows the results of all models, with the performances of the three
abstractive models listed at top, the three extractive models at middle, and the
proposed model at the bottom. We could see that overall our model performs
competitively in terms of R-1 and R-SU. For extractive models, SAFA outper-
forms the other models for all ROUGE values. To evaluate the overall quality of
the generated summary, we implement human evaluation.

4.3 Ablation Study

We implement three experiments to demonstrate that the information of both
position and frequency are indispensable for generating high quality summary:

– w/o group chooses sentences based on the self-attention value only. Since
the average of the self-attention values among sentences at the same position
is proportional to the position, this experiments only takes the positional
information into account;
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Fig. 2. (a) The trend of average pseudo score for different positions; (b) The aver-
age self-attention value of sentences at each position; The posture of the value is on
decrease. Although first two sentences are smaller than the following sentences, the
overall trend is position-aware; (c) The average score of sentences at each position.
After the accumulation of the value of the group information, the posture of score
become position-agnostic for many positions.

Table 3. The precision value of first three sentences for w/o group and w/o position.
Because this experiment only considers the first three sentences, precision is a better
metric than ROUGE.

Model R-1-p R-2-p R-l-p

w/o group 33.40 11.63 17.82

w/o position 54.75 16.99 30.91

– w/o position groups are ranked in descending order based on sizes. Then one
sentence is chosen randomly from each group starting from the largest group
until the summary reaches the minimum length. Groups with only one sen-
tence will not be considered. Since the groups are formed based on frequency
information only, this experiment exclude the positional information;

– SAFA choose sentences based on the newly defined score of our model, which
balances the frequency and positional information.

The ROUGE scores of the three experiments are shown in Table 2. We could
see that the best result is achieved when the model SAFA takes both the fre-
quency and the positional information into account. In addition, (b) in Fig. 2
shows the average self attention values of the sentences at the same position. (c)
in Fig. 2 shows the histograms of the average values of the newly defined scores
for sentences at the same position. From (b) in Fig. 2, we could see that the self
attention values are strictly decreasing except for the first two positions, which
further demonstrates that the self-attention values contains positional informa-
tion. (c) in Fig. 2, however, shows that the incorporation of the frequency infor-
mation makes the scores not so “position-aware” that it provides chances for
the significant sentences appearing late in the documents to be included in the
summary.



A Multi-Document Summarization Model - SAFA 317

Table 4. Human evaluation according to informativeness, fluency and non-redundancy.

Method Inf. Flu. Non-Redu.

GraphSum 32 28 34

SAFA 41 30 29

GOLD 44 50 50

We also test the precision of outputting the first three sentences for experi-
ments without position and without frequency group to see which factor works
better in a specific range. The results are shown in Table 3. While the “w/o
position” experiment selects the fist three sentences with the highest attention,
the “w/o group” experiment selects one sentence from each of the groups with
the three largest sizes. The higher precision demonstrates that within the range
of the first three sentences of gold summaries, there are more sentences with
high frequency than sentences appearing early. In other words, the frequency
information plays a significant role thus should be incorporated.

4.4 Human Evaluation

Since the rouge scores could not assess the quality of a summary comprehen-
sively, we conduct human evaluations from the levels of informativeness, non-
redundancy, and fluency to test whether a summary is complete, precise, and
readable. Specifically, informativeness measures whether the summary contains
all important information and details; non-redundancy checks whether the sum-
mary is precise; and fluency measures whether the summary is written with cor-
rect grammar. 50 document pairs are randomly selected from the Multi-News
testset. Two models: GraphSum and the proposed SAFA model are implemented
to generate summaries. These generated summaries with the gold summaries are
distributed to 10 native speakers with 5 pairs to each. The person is asked to
add 1 to the level (i.e. informativeness, fluency, non-redundancy) if a summary
performs well on this level. The person will not know which system the summary
is from, or whether the summary is the gold one beforehand.

The human evaluation results of the three systems and the gold summaries
are shown in Table 4. Since our SAFA model balances both the position infor-
mation and frequency, the information contained in the sentences that appear
frequently but late is also included. Therefore, our model ranks top for informa-
tiveness and fluency.
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5 Conclusion

To better address the special characteristics of MDS, we propose a scoring model
that takes both the frequencies and the position of sentences into account The
introduction of the frequency graph with the self-attention mechanism to update
the calculation of sentence scores enables the model to outperform the other
extractive models on the Multi-News dataset and rank at the top for the infor-
mativeness and fluency in the human evaluation procedure.
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