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ABSTRACT
This paper studies a new challenging problem in face recognition (FR) with single sample per person (SSPP), i.e., SSPP FR with a contaminated gallery (SSPP-CG FR), where the gallery is contaminated by variations. In SSPP-CG FR, the popular generic learning methods will suffer serious performance degradation because the applied prototype plus variation (P+V) model is not suitable in such scenarios. The reasons are twofold: 1) The contaminated gallery samples yield bad prototypes to represent the persons; 2) The generated variation dictionary is simply based on the subtraction of average face from generic samples of the same person and cannot well depict the intra-personal variations. To tackle SSPP-CG FR, we propose a novel Iterative Dynamic Generic Learning (IDGL) method, where the labeled gallery and unlabeled query sets are fed into a dynamic label feedback network for learning. Specifically, IDGL first recovers the prototypes via a semi-supervised low-rank representation (SSLRR) framework and learns a representative variation dictionary by extracting the “sample-specific” corruptions from an auxiliary generic set. Then, it puts them into the P+V model to estimate labels for query samples. Subsequently, the estimated labels are used as the feedbacks to modify the SSLRR, thus updating new prototypes for the next round of P+V based label estimation. With the dynamic learning network, the accuracy of the estimated labels is improved iteratively owing to the steadily enhanced prototypes. Experiments on various benchmark databases have verified the superiority of IDGL.

Index Terms— Face recognition, single sample per person, low-rank representation, contaminated gallery set

1. INTRODUCTION
Single sample per person face recognition (SSPP FR), i.e. recognizing a person with a single face image only for training, has several attractive multimedia applications such as surveillance security and criminal identification [1]. However, SSPP FR is still one of the most challenging problems in FR due to the unavailability of intra-class information [2].

To address the SSPP FR problem, some attempts have been made in the last decade, which can be roughly grouped into two types: patch-based methods and generic learning methods. Patch-based methods [2, 3, 4] partition each sample in the gallery set (i.e., training set) into multiple image patches, then perform feature extraction and recognition based on these local patches. For generic learning methods, they usually introduce an auxiliary generic set to provide new and useful information. Typically, Deng et al. [5] proposed a superset sparse representation classification (SSRC)-based P+V model provided that a query face equals its prototype plus the intra-personal variation. In the P+V model, each prototype is directly approximated by the gallery sample since it is assumed to be standard and variation-free under the assumption. In other words, the P+V model is actually implemented as the gallery plus variation (G+V) model. Besides, the variation dictionary is generated by subtracting the average face from generic samples of each person. Based on the P+V/G+V model, a variety of generic learning methods [6, 7, 8, 9] have been proposed recently to address the SSPP FR problem.

These aforementioned methods have achieved promising performance for SSPP FR provided that each gallery sample is a standard face with neutral expression and under uniform lighting (like an ID photo). However, from the practical viewpoint, the gallery samples can be collected in a less constrained environment. For example, for criminal identification, the suspects can be illegal immigrants, smugglers, or the persons without residence registration. In such cases, the gallery samples (i.e., reference photos) of suspects are hardly acquired through standard photograph, but may be provided by witnesses with unaligned mobile photos or intercepted from the blurred surveillance videos. Therefore, various nuisance variations, e.g., expressions, lightings and disguises, could exist in gallery samples, thus increasing more difficulty for practical SSPP FR. Such a new and practical issue is called SSPP FR with a contaminated gallery (SSPP-CG FR).

In SSPP-CG FR, existing methods will suffer heavy performance degeneration. Particularly for patch-based method-
s, discriminative learning and feature extraction from local patches can be sensitive to the variations in contaminated gallery samples [6]. Worse still, some patches may even be corrupted and capture meaningless information of persons. In contrast, generic learning methods usually perform better than patch-based methods because they will introduce useful supplementary information from the generic set. Nevertheless, the P+V model applied in the existing generic learning methods is still not suitable for SSPP-CG FR. The plausible reasons are twofold: First, the contaminated gallery samples cannot be treated as proper prototypes for the P+V model; second, the variation dictionary in the P+V model is simply based on the subtraction of average face from generic samples of the same person. Under the circumstances, the important variation details can usually be subtracted, as the average face is unable to characterize the neutral image of the person well. Therefore, a query sample will be easily misclassified as a gallery sample with the similar facial variation in these generic learning methods.

To address the above two issues, we propose a novel Iterative Dynamic Generic Learning (IDGL) method for SSPP-CG FR. IDGL is based on a new observation that a face sample is composed of 1) an invariant low rank part (LRP) characterizing the neutral prototype of the person, and 2) the corruptions representing the intra-personal variants. Motivated by this, IDGL learns proper prototypes for contaminated gallery samples by recovering their LRPCs through a semi-supervised low-rank representation (SSLRR) framework, and learns representative variation dictionary by extracting the “sample-specific” corruptions from the auxiliary generic set. Moreover, to enhance the prototypes, IDGL constructs a dynamic label feedback network to update the prototypes iteratively.

As shown in Fig. 1, IDGL includes two learning stages, i.e., prototype learning via SSLRR and P+V based label estimation, and a dynamic label feedback step. In Stage I, with the labeled gallery and unlabeled query sets, we propose the SSLRR framework to learn proper prototypes to represent the persons by recovering their LRPCs from each gallery sample. In Stage II, rather than simply subtracting the average face, we introduce a “sample-specific” corruption strategy to learn a representative variation dictionary from an auxiliary generic set. To enhance the prototypes, the labels of labeled samples are used in the dynamic feedback network to update the prototypes iteratively. In a dynamic updating manner, the estimated query labels are used as the feedbacks to modify the label indicator in SSLRR of Stage I, so as to update new and better prototypes.

Benefiting from the positive dynamic learning network, 1) the qualities of the learned prototypes are enhanced because both linear and non-linear variations are gradually decreased and the useful information in the query set is effectively employed; and 2) the accuracy of the estimated labels is improved iteratively owing to the constantly enhanced prototypes. It is worth noting that, after recovering proper prototypes for the contaminated gallery, IDGL can also be applicable in an inductive scenario for online recognition. That is, when a new unlabeled query sample comes, it will be directly fed into the learned prototypes plus learned variation dictionary (i.e., learned P + learned V) model for recognition, which is prone to real-time face retrieval scenarios.

We highlight the contributions of our work as follows: 1) To the best of our knowledge, this work is among the first to study the new challenging SSPP-CG FR problem, where the gallery set is contaminated by nuisance variations. 2) We propose a novel IDGL method by developing a dynamic label feedback network, to tackle the SSPP-CG FR problem. 3) We present a new “sample-specific” corruption strategy to learn a more representative variation dictionary for the P+V model, compared with the existing generic learning methods.

2. THE PROPOSED IDGL METHOD

We first define some basic notations thereinafter. Let $X = [X_G, X_Q] = [x_1, \ldots, x_m, x_{m+1}, \ldots, x_n] \in \mathbb{R}^{d \times n}$ be the sample set matrix, where $X_G = [x_i | i = 1, \ldots, m]$ and $X_Q = [x_i | i = m+1, \ldots, n]$ are the labeled gallery set and unlabeled query set, respectively. The labels of labeled samples are denoted as $y_{i} \in \{1, 2, \ldots, c\}$, where $c$ is the total number of classes. In SSPP FR, each person has only one single sample, thus $m$ is initialized as $c$. The label indicator binary matrix $Y = [Y_1; Y_2; \ldots; Y_c] \in \mathbb{R}^{n \times c}$ is defined as follows: if $x_i$ has label $y_{i} = j$, $Y_{ij} = 1$; otherwise, $Y_{ij} = 0$. The auxiliary generic data matrix is defined as $A = [A_1, \ldots, A_s] = [a_1, \ldots, a_s] \in \mathbb{R}^{d \times s}$, with $s$ persons not of interest and each having $T$ different variations, and $A_i = [a_{i(1)} T+1, \ldots, a_{i T}]$. The prototypes and the variation dictionary to be learned in our IDGL are denoted as $P$ and $V$, respectively.

2.1. Stage I: Prototype Learning via SSLRR

In this stage, we aim to learn proper prototypes for contaminated gallery samples by extracting their LRPCs through low-rank representation (LRR). However, in SSPP FR, the gallery set only contains single training sample for each person, which makes the existing unsupervised LRR-based methods fail to work in this case due to the extreme lack of training
samples. Based on this consideration, we thus introduce the unlabeled query set into the SSPP-based gallery, and present an SSLRR framework for prototype learning as follows:

\[
\min_{F, Z, E, S, A_1, A_2, \mu} \sum_{t=1}^{m} ||F_t - F||_2^2 ||Z_{ij} + A_1 ||_2 + \lambda_1 \sum_{t=1}^{m} ||F_t - Y_t||_2^2 + \alpha ||Z||_*, \beta ||E||_2,1
\]

\[
\text{s.t. } X = XZ + E,
\]

where the first two terms encourage the predicted label matrix \(F \in \mathbb{R}^{n \times c}\) to capture both the label fitness and the manifold smoothness on the semi-supervised graph \([10]\). \(||Z||_*|| is the nuclear norm of \(Z\) to capture the low rank structure of image data. \(E_{2,i}\) is the \(Z_{2,i}\) norm of \(E\) that encourages the columns of \(E\) to be zero. \(\lambda_1, \alpha, \beta\) are the balanced parameters.

The solution of Eq. (1) can be computed based on the linearized alternating direction method with adaptive penalty (LADMAP) \([11]\). Specifically, we first introduce an auxiliary variable, i.e., \(S\), and convert Eq. (1) to the following problem:

\[
\begin{align*}
\min_{F, Z, E, S, A_1, A_2, \mu} & \sum_{t,j=1}^{n} ||F_t - F_j||_2^2 ||S_{ij} + \mu H_{ij}||_2 + \alpha ||Z||_*, \beta ||E||_2,1 \\
\text{s.t. } & X = XZ + E, Z = S,
\end{align*}
\]

where \(\text{Tr}(\cdot)\) denotes the trace of a matrix, and \(U \in \mathbb{R}^{n \times n}\) is a diagonal matrix with the first \(m\) and the rest \(n - m\) diagonal elements as \(\lambda_1\) and 0, respectively. Then, we can obtain the augmented Lagrangian function of Eq. (2) as follows:

\[
L(Z, F, E, S, A_1, A_2, \mu) = \sum_{t,j=1}^{n} ||F_t - F_j||_2^2 ||S_{ij} + \mu H_{ij}||_2 + \alpha ||Z||_* + \beta ||E||_2,1 - \frac{\lambda_1}{2} \text{Trace}(S - Z + \mu H_{ij}^T)
\]

where \(A_1, A_2\) are Lagrange multipliers, \(\mu \geq 0\) is a penalty parameter, and \(Q(Z, E, S, A_1, A_2, \mu) = \mu/2(||X - XZ - E + A_1/\mu||_2^2 + ||Z - S + A_2/\mu||_2^2)\). Then we update the variables \(Z, F, E\) and \(S\) alternately, by minimizing \(L\) with other variables fixed. With some algebra, the updating rules for \(Z, F, E\) and \(S\) are as follows:

\[
Z^{k+1} = \text{arg min}_Z ||F^{k+1} - F^{k+1}||_2^2 ||S_{ij} + \mu H_{ij}||_2 + \alpha ||Z||_*
\]

\[
F^{k+1} = (X - U^{k+1} - Z^{k+1})^T U^{k+1}
\]

\[
E^{k+1} = \Omega_{\beta} (X - XZ^{k+1} + A_2/\mu^{k+1})
\]

\[
S^{k+1} = \text{arg min}_S \sum_{i,j=1}^{n} ||F^{k+1} - F^{k+1}||_2^2 ||S_{ij} + \mu H_{ij}||_2 + \alpha ||Z^{k+1} + A_1/\mu^{k+1}||_2
\]

where \(\eta = ||X||_2^2, \nabla_x Q\) is the partial differential of \(Q\) w.r.t. \(Z\), i.e., \(\nabla_x Q = -X^T (X - XZ^{k+1} + A_2/\mu^{k+1}) + (Z^{k+1} - S^{k+1} + A_2/\mu^{k+1})\). \(L \in \mathbb{R}^{n \times n}\) in Eq. (5) is the graph Laplacian matrix and computed as \(L^k = W^h - H^k\), where \(W^h = \Sigma_i S^{k}_{ij}\). \(D\) and \(Q\) are the singular value thresholding \([12]\) and \(\eta\) minimization operators \([13]\), respectively. Eq. (7) is solved by decomposing it into \(n\) independent sub-problems with each having a closed-form solution.

\[
S_{ij} = Z^{k+1}_{ij} + (A_2^k - H_{ij})/\mu^{k+1},
\]

where \(H\) is a \(n \times n\) matrix whose values are defined as \(H_{ij} = \eta/2 ||F^{k+1}_{ij} - F^{k+1}_{ij}||^2_2\), and \(S_{ij}\) and \(H_{ij}\) are the \(i\)-th \((i = 1, \ldots, n)\) columns of matrices \(S\) and \(H\), respectively. The algorithm for SSLRR is outlined in Algorithm 1. Note that, although it is nontrivial to theoretically prove the convergence for Algorithm 1, as the SSLRR involves four iterating variables, i.e., \(\{F, Z, E, S\}\), the objective function in Eq. (2) is not s-smooth, Algorithm 1 can still have good convergence property under mild conditions, according to \([13, 14]\).

After obtaining the optimal solution \(\{F^*, Z^*, E^*, S^*\}\), the recovered prototype \(F^*\) for the \(i\)-th person in the contaminated gallery can be calculated from \(XZ^*\) w.r.t. the samples predicted as the \(i\)-th person.

2.2. Stage II: P+V based Label Estimation

Variation Dictionary Learning: We present a new way to learn a representative variation dictionary \(V\) from the auxiliary generic set \(A\). Different from the existing methods that simply treat average face as the neutral image and subtract average face from generic samples to generate variations, our

---

**Algorithm 1 IDGL Stage I: SSLRR**

**Input:** \(X \in \mathbb{R}^{d \times n}, Y \in \mathbb{R}^{d \times c}, U \in \mathbb{R}^{n \times n}; \lambda_1, \alpha, \beta > 0\)

1. Initialization: \(Z^0 = S^0 = E^0 = F^0 = A_1^0 = A_2^0 = 0; \mu = 0.11, \mu^{max} = 10^6, \rho = 1.1, \epsilon_1 = \epsilon_2 = 10^{-6}, \eta = ||X||_2^2, k = 0\)

2. while \(||X - XZ^k - E^k||_F/||F||_F > c_1\) or \(\mu^{max}\) max\((\epsilon_1/||Z||_2, \eta/2, s^k)\) ||Z^k - Z^{k-1}||_F, ||E^k - E^{k-1}||_F, ||F^k - F^{k-1}||_F, ||S^k - S^{k-1}||_F > c_2\)

3. Update \(Z^{k+1}, E^{k+1}, F^{k+1}\) and \(S^{k+1}\) as Eq. (4)-(Eq. (7))

4. Update the multipliers \(A_1\) and \(A_2\) as follows:

\[
A_1^{k+1} \leftarrow A_1^k + \rho (X - XZ^{k+1} - E^{k+1})
\]

\[
A_2^{k+1} \leftarrow A_2^k + \rho (Z^{k+1} - S^{k+1})
\]

5. Update the parameter \(\mu\) as follows:

\[
\mu^{k+1} = \min(\mu_{\text{max}}, \rho \mu^k)
\]

6. Update \(k\): \(k = k + 1\).

7. end while

**Output:** An optimal solution \(\{F^*, Z^*, E^*, S^*\}\)

---

**Fig. 2.** Illustration of the learned variation dictionary of some generic samples from one person on AR database.
method models the neutral image by the class-specific low-rank part (LRP) and uses the rest part (i.e., sample-specific corruptions) as the variations. The LRP is more suitable to represent the neutral image than the average face, and enables the important variation details not to be subtracted. Specifically, for each generic subset of the i-th class, i.e., $A_i \in \mathbb{R}^{d \times T}$, we solve the following LRR-based optimization problem:

$$\min_{i, A_i} \|L_i\|_* + \lambda_2\|V_i\|_{2,1}, \quad \text{s.t.} \quad A_i = A_L i + V_i, \quad (9)$$

where $A_L i$ and $V_i$ denote the LRP of generic samples for the i-th class, while $V_i$ model the "sample-specific" corruptions that can be treated as the intra-personal variations. Hence, the learned variation dictionary $V$ is formed as

$$V = \{V_1, \ldots, V_D\} \in \mathbb{R}^{d \times S}. \quad (10)$$

Fig. 2 illustrates the learned variation dictionary of some generic samples from one person on AR database, where we observe that it has intuitive explanations and can well characterize the variations such as expressions, lightings and disguises (sunglasses and scarf).

**P+V model:** Based on the learned variation dictionary $V$ and the learned prototypes $P$ in Stage I, we then perform label estimation for the query set, i.e., $X_Q = \{x_Q\}_{i=1}^{m}$. Specifically, for each query sample $x_i$, we solve the P+V model based minimization problem as follows:

$$\theta^* = \arg \min_{\theta, \varphi} \| x_i - [P_V \theta] \|_2 + \lambda_3 \| \theta \|_1, \quad (11)$$

where $\theta \in \mathbb{R}^{d \times 1}$ and $\varphi \in \mathbb{R}^{S \times 1}$ denote the coefficient vectors of $P$ and $V$, respectively, $\lambda_3$ is a regularization parameter. Eq. (11) is solved via the basis pursuit de-noising (BPDN)-homotopy algorithm [15]. Next, we compute the residual for each class $k = 1, \ldots, c$ by

$$r_k(x_i) = \| x_i - [P_V \delta_k(\theta^*)] \|_2 \quad (12)$$

where $\delta_k(\theta^*)$ is a vector whose nonzero entries are the entries in $\theta^*$ that are associated with class $k$. Therefore, the label of the query sample $x_i$ will be classified into the class with the smallest $r_k(x_i)$, i.e., $\text{label}(x_i) = \arg \min_k r_k(x_i)$.

### 2.3. Dynamic Label Feedback

After obtaining the estimated labels for the query set, i.e., $\text{label}(x_Q)$, in Stage II, we then leverage them as the feedbacks to modify the label indicator matrix $Y$ of the SSLRR in Eq. (1), thus updating new prototypes $P$ to facilitate the next round of P+V based label estimation. Overall, the complete algorithm of IDGL is presented in **Algorithm 2**.

It is worth noting that, in real-world scenarios, the whole query set always cannot be obtained in advance. To mimic practical face retrieval applications, we thus first collect a few antecedent query samples for batch processing, and use them to recover proper prototypes. Subsequently, IDGL can be extended to an inductive scenario for online recognition. That is, when a new query sample comes, it does not need to join the dynamic learning network but can be directly fed into the learned P+V model in Eq. (11)-(12) for label estimation, which is effective and efficient.

### 3. EXPERIMENTAL RESULTS

#### 3.1. Evaluation of IDGL on SSPP-CG FR

This subsection evaluates the performance of our IDGL for SSPP-CG FR on AR [16], E-YaleB [17], FERET [18] and CAS-PEAL [19] databases in inductive setting. In this case, the unlabeled query set is divided into two equal parts, i.e., half of the query samples join the dynamic learning network to recover prototypes, while the rest half are used as new query samples for recognition. For each tested database, we randomly construct 5 gallery sets with the contamination ratios ranging from 10% to 90% with the interval of 40%. The partitions of the evaluated and generic subjects on the four databases follow the protocol in [4]. We repeat each experiment 5 times, and report the average results.

There exist few methods specifically designed for SSPP-CG FR. In the experiments, we choose 5 representative methods for comparison, including 1 popular patch-based method, i.e., DMMA [2], and 4 recent generic learning methods, i.e., SSRC [5, 9], SVDL [6], CPL [7], and the state-of-the-art S3RC [8]. The parameters of these methods are tuned to achieve the best results. For our IDGL, $\lambda_1$, $\alpha$, $\beta$ in Eq. (1), $\lambda_2$ in Eq. (9), $\lambda_3$ in Eq. (11), and $\tau_{\max}$ are empirically set as 15, 1, 2, 0.05, 0.001, and 10, respectively.

Fig. 3 illustrates the learned prototypes for some contaminated gallery samples on the four databases. It is clear that IDGL can successfully remove various linear variations, especially for the shadow and disguises (e.g., sunglasses and scarf), from these samples. Besides, even facing with the non-linear variations of expressions such as laugh (see Fig. 3 (a)), IDGL has also shown good robustness and acquires appropriate prototypes that can well represent the persons.

Table 1 presents the performance of different methods. We can observe that, as the contamination ratio increases, all the methods suffer from performance decline to different extents.
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Table 1. Recognition accuracies of different methods for

SSPP-CG FR on AR, E-YaleB, FERET and CAS-PEAL
databases, where the contamination ratios are 10%, 50%, and

90%, respectively.

<table>
<thead>
<tr>
<th>Gallery</th>
<th>DMMA</th>
<th>SSRC</th>
<th>SVDDL</th>
<th>CPL</th>
<th>S&quot;RC</th>
<th>IDGL</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR</td>
<td>10%</td>
<td>54.9</td>
<td>84.9</td>
<td>83.1</td>
<td>82.9</td>
<td>90.9</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>77.5</td>
<td>74.7</td>
<td>70.7</td>
<td>70.7</td>
<td>82.8</td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>25.3</td>
<td>68.7</td>
<td>62.3</td>
<td>64.4</td>
<td>75.1</td>
</tr>
<tr>
<td>E-YaleB</td>
<td>10%</td>
<td>43.2</td>
<td>68.5</td>
<td>70.0</td>
<td>63.0</td>
<td>66.7</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>33.2</td>
<td>62.2</td>
<td>61.0</td>
<td>56.9</td>
<td>53.0</td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>23.3</td>
<td>55.7</td>
<td>51.3</td>
<td>49.1</td>
<td>42.3</td>
</tr>
<tr>
<td>FERET</td>
<td>10%</td>
<td>44.5</td>
<td>70.1</td>
<td>69.3</td>
<td>62.8</td>
<td>72.3</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>30.9</td>
<td>61.6</td>
<td>54.9</td>
<td>48.6</td>
<td>62.7</td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>21.0</td>
<td>47.5</td>
<td>40.1</td>
<td>35.9</td>
<td>55.4</td>
</tr>
<tr>
<td>CAS-PEAL</td>
<td>10%</td>
<td>63.5</td>
<td>80.9</td>
<td>82.1</td>
<td>78.5</td>
<td>82.5</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>59.0</td>
<td>74.1</td>
<td>74.7</td>
<td>70.0</td>
<td>75.5</td>
</tr>
<tr>
<td></td>
<td>90%</td>
<td>52.1</td>
<td>68.1</td>
<td>68.3</td>
<td>68.7</td>
<td>66.7</td>
</tr>
</tbody>
</table>

Table 2. Recognition accuracies (%) of IDGL using the Light

CNN and InsightFace features and the other deep learning­
based methods on LFW database.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepID</td>
<td>90.7</td>
</tr>
<tr>
<td>VGG-face</td>
<td>84.7</td>
</tr>
<tr>
<td>ICR-ACF</td>
<td>86.0</td>
</tr>
<tr>
<td>NN+InsightFace</td>
<td>94.5</td>
</tr>
<tr>
<td>NN+LightCNN-29</td>
<td>98.3</td>
</tr>
<tr>
<td>IDGL+InsightFace</td>
<td>98.1</td>
</tr>
<tr>
<td>IDGL+LightCNN-29</td>
<td>99.7</td>
</tr>
</tbody>
</table>

However, IDGL consistently outperforms the other generic

garning methods including S"RC, SVDDL and SSRC, and the

superiority of IDGL has shown to be more significant. For

example, as the contamination ratio increases from 10% to

90%, IDGL has a gain over the second best S"RC, from 4.1% to

11.5% on AR database. The superiority of IDGL is owing
to its two advantages. The first advantage is the learned

prototypes that can better represent the persons and narrow

the gap between a query sample and the gallery sample of the

same person but with different types of variations. The second

one is the learned variation dictionary that can provide rep­

resentative intra-personal variations to better reconstruct query

samples. Besides, the patch-based DMMA is not competitive

with SSRC, and perform much worse than our IDGL.

3.2. Computational Complexity Analysis

This subsection analyzes the computational complexity of

IDGL in inductive setting. In this setting, a few query samples are

collected first to train prototypes followed by the recogni­

tion of new query samples. Let \( \tilde{X} \in \mathbb{R}^{k \times l} \) be the sample set matrix to be processed, \( q \) be the number of query samples for training prototypes, \( k \) be the rank of \( \tilde{X} \), and \( \tau \) be the number of iterations in Algorithm 1, then the time
decomplexity for Stage I is \( O(\tau (k^2 + l^3 + l^2 k)) \). In Stage II, the time
decomplexity of variation dictionary learning in Eq. (9)-(10) is

\( O(sd^3) [11] \), and the label estimation in Eq. (11)-(12) requires

\( O(\tau d^2 q + \tau d(c + S)q) \), where \( \tau \) is the number of iterations for

BPDM-homotopy. Let \( \tau_{max} \) be the maximum number of

iterations in Algorithm 2, then the time complexity for training

prototypes is \( O(\tau_{max} r l^2 + \tau_{max} \tau d(c + S) + sd^3) \) \((k < l, c \ll S)\). In recognition phase, the time complexity for

recognizing a new query sample is \( O(\tau_1 d(c + S)) \).

3.3. Evaluation on Deep Learning-based Features

This subsection evaluates the performance of IDGL with deep

learning-based features under unconstrained environments.

We first compare our IDGL using the state-of-the-art Light C­

NN (CNN-29 model) [20] and InsightFace [21] features, i.e.,

IDGL+LightCNN-29 and IDGL+InsightFace, with 3 recent
deep learning-based methods including DeepID [22], VGG­

face [23] and joint and collaborative representation with local

adaptive convolution feature (JCR-ACF) [24], on the uncon­

strained LFW database [25]. For reference, we also present the

results of the nearest neighbor classifier using the two deep

learning-based features, i.e., NN+LightCNN-29 and N-

N+InsightFace. We follow the experimental setting in [24]

and report the recognition accuracies of all the methods. As

shown in Table 2, NN+LightCNN-29 and NN+InsightFace have

obtained quite high recognition accuracies of 98.3\% and

94.5\%, respectively, on LFW database. But even more sur­

prising is that our IDGL still achieves the highest recognition

accuracy of 99.7\% using the Light CNN feature, which far

outperforms the other deep learning-based methods.

Furthermore, we introduce two more challenging uncon­

strained databases, i.e., CelebA [26] and IJB-C [27], to

evaluate the performance of IDGL+LightCNN-29 and

IDGL+InsightFace. We also leverage the NN+LightCNN-29

and NN+InsightFace as two baseline methods. On CelebA, we

randomly select 300 persons with 10 images per person for
testing, where the first 200 persons are used for evaluation

and the rest 100 ones for generic learning. On IJB-C, we

select 200 videos from 200 persons for testing, where the first
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half are used for evaluation and the rest half for generic learning. For CelebA (or IJB-C), we randomly select a sample (or frame) of each person (or video) as the gallery sample, and select another 9 samples (or frames) for recognition. We repeat the experiment 5 times and report the average recognition results in Table 3. It is observed that IDGL+LightCNN-29 can further enhance the recognition performance over the baseline NN+LightCNN-29 on two databases. The same situation applies to IDGL+InsightFace and NN+InsightFace. The promising results again verify the feasibility and effectiveness of combining IDGL with deep learning-based features for practical SSPP-CG FR under unconstrained environments.

4. CONCLUSION

This paper has proposed the IDGL method to address the new challenging SSPP-CG FR problem. IDGL develops a dynamic label feedback network to update proper prototypes as well as to recognize query samples. Besides, IDGL presents a new “sample-specific” corruption strategy to learn the variation dictionary from an auxiliary generic set. Moreover, IDGL can handle “sample-specific” corruption strategy to learn the variation from single sample per person,” Pattern Recognit., vol. 62, pp. 125–134, 2017.

Table 3. Recognition accuracies (%) of IDGL+LightCNN-29 and IDGL+InsightFace on the unconstrained CelebA and IJB-C databases. The improvements of the two methods w.r.t. their corresponding baselines are highlighted in the brackets.

<table>
<thead>
<tr>
<th>Method</th>
<th>CelebA</th>
<th>IJB-C</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN+LightCNN-29</td>
<td>87.0</td>
<td>90.5</td>
</tr>
<tr>
<td>NN+InsightFace</td>
<td>89.0</td>
<td>91.1</td>
</tr>
<tr>
<td>IDGL+LightCNN-29</td>
<td>97.7 (± 5.8)</td>
<td>91.8 (± 16.9)</td>
</tr>
<tr>
<td>IDGL+InsightFace</td>
<td>92.6 (± 3.6)</td>
<td>86.2 (± 7.1)</td>
</tr>
</tbody>
</table>
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