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ABSTRACT

Cross-modal matching has recently gained significant popularity

to facilitate retrieval across multi-modal data, and existing works

are highly relied on an implicit assumption that the training data

pairs are perfectly aligned. However, such an ideal assumption

is extremely impossible due to the inevitably mismatched data

pairs, a.k.a. noisy correspondence, which can wrongly enforce the

mismatched data to be similar and thus induces the performance

degradation. Although some recent methods have attempted to

address this problem, they still face two challenging issues: 1) un-

reliable data division for training inefficiency and 2) unstable pre-

diction for matching failure. To address these problems, we pro-

pose an efficient Uncertainty-Guided Noisy Correspondence Learning

(UGNCL) framework to achieve noise-robust cross-modal matching.

Specifically, a novel Uncertainty Guided Division (UGD) algorithm

is reliably designed leverage the potential benefits of derived un-

certainty to divide the data into clean, noisy and hard partitions,

which can effortlessly mitigate the impact of easily-determined

noisy pairs. Meanwhile, an efficient Trusted Robust Loss (TRL) is

explicitly designed to recast the soft margins, calibrated by confi-

dent yet error soft correspondence labels, for the data pairs in the

hard partition through the uncertainty, leading to increase/decrease

the importance of matched/mismatched pairs and further alleviate

the impact of noisy pairs for robustness improvement. Extensive

experiments conducted on three public datasets highlight the su-

periorities of the proposed framework, and show its competitive

performance compared with the state-of-the-arts. The code is avail-

able at https://github.com/qxzha/UGNCL.
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1 INTRODUCTION

Cross-modal matching, favored for its effectiveness and efficiency,

has attracted significant research interest in the field of multi-modal

learning. In the literature, existing cross-modal matching methods

[2, 8, 14] generally try to embed specific-modality features into a

comparable common space, wherein the similarity of matched pairs

is maximized and the mismatched ones is minimized. Although

these approaches have shown promising progress, their perfor-

mances are largely relied on massive high-quality aligned data

[17]. However, unlike the easily-determined categorical labels of

images, the textual descriptions of images are inherently subjective,

which makes the annotation or collection of such data pairs very

expensive and time-consuming.

In fact, the co-occurring data pairs collected from the public

Internet are usually harvested as a cost-effective large-scaled cross-

modal dataset. Undoubtedly, it is inevitable to introduce noise (i.e.,

mismatched data pairs) into collected data, a.k.a. noisy correspon-

dence, which will remarkably degrade the performance of the ex-

isting methods [7, 22]. Unlike traditional cross-modal matching

[42, 43], cross-modal matching learning with noisy correspondence

aims to identify noisy training data pairs and mitigate their adverse

impact, thereby enhancing model’s generalization capabilities. The

852

http://crossmark.crossref.org/dialog/?doi=10.1145%2F3626772.3657806&domain=pdf&date_stamp=2024-07-11


SIGIR ’24, July 14–18, 2024, Washington, DC, USA Quanxing Zha et al.

A woman who is
sitting in a field

listening to music
throws a frisbree

for her brown
dog.

An overweight
woman with long

black hair in a
pink shirt with a

name tag is
applying lipstick.

A girl in a polka
dotted blue jean

dress walks
barefoot on a
balance beam.

 A woman in
orange performs

with puppets while
a little boy in a

monkey costume
walks by.

     the easily-determined                 and                       pairs

     the hardly-determined                 and                      pairs

matched mismatched

matched mismatched

Images

Annotations

(a) The difference between rough division and fine-grained division.

Images

Annotations

uncertainty

Rough division Fine-grained division

(b) Representative examples divided from the fine-grained division.

Figure 1: Illustration of uncertainty guided division (UGD).

(a) clarifies the difference between rough division and the

proposed fine-grained division. (b) showcases some represen-

tative examples of pairs from these partitions.

key challenge in cross-modal matching learning with noisy corre-

spondence is how to accurately partition the training data into clean

and noisy parts and then estimate precisely soft correspondence labels

for those noisy data pairs.

To date, only a few efforts have been made to address the noisy

correspondence problem. NCR [17] is the pioneer work to investi-

gate this problem, which aims to train the model from noisy image-

text pairs elastically. Specifically, NCR employs a two-component

Guassian Mixture Model (GMM), fitted by per-sample loss, to divide

the training data into clean and noisy partitions and then recasts

the soft correspondence labels of the noisy partition using similari-

ties predicted by an adaptive model. Latter, MSCN [12] and BiCro

[39] replace the GMM using a two-component Beta Mixture Model

(BMM) [28] to better accommodate the skewed distribution char-

acteristic of clean data. MSCN leverages a meta network, trained

on purely clean data, to produce reliable similarity score, while

BiCro employs a bi-directional cross-modal similarity consistency

assumption to estimate soft correspondence labels, working solely

with noisy pairs. In contrast to these distribution-based methods,

some studies [15, 33] start with adopting a robust loss function to

prevent over-amplification for incorrect supervision information.

However, there still are two limitations among these approaches:

1. Distribution Bottleneck: the predicted per-sample loss value

or similarity score usually deviates from standard GMM or BMM,

which inevitably introduce division errors, i.e., truly mismatched

data pairs may be mistakenly distinguished as matched ones and

vice versa. 2. Unstable Prediction: the soft correspondence labels,

rectified by confident yet wrong predictions, are utilized to recast

the soft margins for subsequent training, typically produces overfit

on noise and further leads to match failure.

In this paper, we propose a novel Uncertainty-Guided Noisy

Correspondence Learning framework for Efficient Cross-Modal

Matching, named UGNCL (see Fig. 2), to address the above chal-

lenges. Specifically, we first aggregate the extracted image features

into distinct views. Subsequently, an evidence extractor is employed

to learn bidirectional cross-modal evidence between the different

views. Intuitively, cross-modal matching could be viewed as a 𝐾-
way classification task, where a query is classified based on its

corresponding match in another modality. Therefore, we naturally

view the class probability of a query classified to its cross-modal

counterpart as their similarity. Then a Dirichlet distribution, param-

eterized by the bidirectional cross-modal evidence from different

views, is utilized to model class probabilities and overall uncertainty.

Moreover, a Uncertainty Guided Division (UGD) is proposed, leverag-

ing the class probabilities and uncertainty, to provide a fine-grained

division (see Fig. 1). Meanwhile, we further propose a Trusted Ro-

bust Loss (TRL) to provide a reliable recasting for the soft margins,

calibrated by the confidence yet error soft correspondence labels, of

the pairs in the hard set through the uncertainty to enhance the ro-

bustness against noisy correspondence. Specifically, TRL smoothly

decreases the values of soft margins for matched data pairs with

high uncertainty, and for mismatched pairs with low uncertainty,

while simultaneously increasing the values for matched pairs with

low uncertainty and mismatched pairs with high uncertainty. The

main contributions of this work are summarized as follows:

• We investigate a widely-existing yet challenging problem,

i.e., noisy correspondence. To address this problem, we pro-

pose an effective and novel framework, termed Uncertainty-

Guided Noisy Correspondence Learning (UGNCL), to robustly

learn with noise and ensure accurate cross-modal matching.

• We design a novel Uncertainty Guided Division (UGD) algo-

rithm to divide the training data into clean, noisy and hard

partitions. Thanks to this explicit division, our UGNCL could

effortlessly mitigate the impact of easily-determined noise,

as well as reliably and accurately recast the soft correspon-

dence labels of ambiguous pairs in the hard partition.

• A Trusted Robust Loss (TRL) is presented to reliably recast

the soft margins calibrated by the confident yet error soft

correspondence labels, which could further improve the ro-

bustness against noise. Specifically, TRL smoothly increases

the contribution of matched data pairs while decreasing the

one of mismatched data pairs in the hard partition.

• Extensive experiments on three widely-used benchmarks,

i.e., Flickr 30K [41], MS-COCO [24] and Conceptual Captions

[38], verify the effectiveness and robustness of the proposed

UGNCL model to against noisy correspondence.

2 RELATEDWORK

2.1 Cross-Modal Matching

Cross-modal matching aims to bridge the inter-modality gap and

establish semantic correspondence between different modalities

[16]. Existing works could be broadly divided into two categories:

embedding-base and score-based matching methods. Embedding-

based, it typically employs modal-specific feature extractors to

learn the global representation of a specific modality, and subse-

quently aligns different modalities in a common comparable embed-

ding space [40]. Visual Semantic Embedding (VSE) [9] represents a

widely-used solution for cross-modal matching, which separately
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maps each modality into a shared space using modality-specific

network and then optimizing via a ranking loss. To further en-

hancing the matching performance, VSE++ [8] exploited a hard

negatives mining strategy, integrating it within the ranking loss

to improve the discriminate embedding of each specific modality.

VSRN [22] and similar studies [4, 25] incorporate Graph Convolu-

tional Networks (GCNs) to learn global representations that account

for intra-modality relationships; VSE∞ [2] generates global repre-

sentations by aggregating local features using a learnable pooling

operation, achieving excellent performance. Score-based, it focuses

onmeasuring fine-grained similarities at fragment level and then ag-

gregates these local similarities to determine final overall instance-

level similarity [10, 31, 45]. SCAN [20] aligns image regions with

sentence words by associating visual semantics locally, and then

integrates the semantic similarities between relevant region-word

pairs to measure the overall image-text relevance. SGRAF [7] uti-

lizes Graph Convolutional Network to infer local similarity nodes,

and then aggregates them into a global node to determine the final

similarity. NAAF [44] delves into identifying irrelevant fragments,

thereby effectively discerning subtle mismatches across modali-

ties to enhance the accuracy of image-text matching. To mitigate

the adverse impact of redundant alignments, CHAN [30] leverages

hard assignment code to mine informative region-word pairs and

filters out mismatched alignments. While these alignment methods

have achieved remarkable results, however, they typically rely on

an implicit assumption: all cross-modal pairs are perfectly aligned

in training data. In fact, it is an unrealistic expectation due to the

high costs of collection and annotation. Therefore, exploring how

cross-modal matching learns robustly with noisy correspondence

is significant.

2.2 Learning with noisy Correspondence

Noisy Correspondence refers to instances where the data pairs are

semantically mismatched but incorrectly considered as matched

ones, which is essentially different from the noise label which oc-

curs when a class label is annotated with the wrong category. To the

best of our knowledge, Noisy Correspondence Rectify (NCR) [17]

is the first attempt to investigate this problem, which is designed

for robust training with noisy image-text pairs. Inspired by the

prior success in tackling noisy labels [21], NCR divides the training

data into clean and noisy partitions based on a two-component

Guassian Mixture Model (GMM) [32] fitted by per-sample loss and

then rectifies the soft correspondence labels for the noisy partition

with similarity predicted by an adaptive model. MSCN [12] trains

a meta network using exclusively clean data, which facilitates the

provision of reliable soft correspondence labels estimations that

are then utilized to rectify the predictions produced by main net.

BiCro [39] rectifies the binary noisy correspondence labels into

more accurate soft correspondence labels based on a assumption,

i.e., similar images should have similar textual descriptions and

vice versa. Afterwards, the predicted soft correspondence labels are

recast as soft margins of triplet ranking loss to reduce the impact of

noisy pairs. Moreover, DECL [33] exploits a robust loss function to

enhance the robustness against noisy correspondence. In contrast,

our UGNCL employ uncertainty derived from a Dirichlet distribu-

tion to divide the training data into three partitions, which helps

explicitly mitigate the adverse impact of easily-determined noise.

Furthermore, the derived uncertainty could provide trusted soft

margins rectification for the triplet loss, thereby facilitating robust

noisy correspondence learning to performance improvements.

2.3 Uncertainty-based Learning

Despite the remarkable success of DNNs across a broad domains

[23], most are intrinsically deterministic predictions and the pro-

vision of uncertainty measure related to their decisions is absent.

Some early studies [6, 29] utilized BNNs to introduce uncertainty

into deep models by substituting distribution for the deterministic

weight parameters. Owing to the limitations of BNNs, which typi-

cally suffer with inefficient performance inference and are burdened

by considerable computational expenses, a more scalable and prac-

tical alternative, MC-dropout [11], was proposed. Subsequently,

the Evidential Deep Learning (EDL) approach has been increas-

ingly applied in computer vision and multi-modal task [3, 13] as

an alternative to indirectly modeling uncertainty through network

weights. Specifically, Sensoy et al. [37] introduces subjective logic

theory to directly estimate uncertainty and thus significantly en-

hances resilience against adversarial perturbations. Han et al. [13]

innovatively endowed multi-view classification with uncertainty to

dynamically integrate diverse viewpoints at evidence level, which

considerably bolsters the reliability and robustness of multi-view

classification. Chen et al. [3] fist employ the EDL to quantify the

uncertainty at both video- and snippet-level caused by background

noise and facilitates the achievement of robust weakly-supervised

temporal action localization. Different from these methods, our

work leverages the uncertainty derived from modeled Dirichlet dis-

tribution to reliably and accurately divide training data into clean,

noisy, and hard partitions, which effortlessly mitigates the adverse

impact of easily-determined noise for performance improvement

and further achieves noise-robust cross-modal matching.

3 METHODOLOGY

3.1 Preliminaries and Problem Statement

Without losing generality, we first use image-text matching task

as an example to investigate noisy correspondence problem in

cross-modal matching. Given a cross-modal matching training set

𝑈 = {(D𝑖 , 𝑦𝑖 )}
𝑁
𝑖=1, where D𝑖 = (𝐼𝑖 ,𝑇𝑖 ) is the 𝑖-𝑡ℎ visual 𝐼𝑖 and tex-

tual𝑇𝑖 pair, 𝑁 indicates the size of entire training set and𝑦𝑖 ∈ {0, 1}
represents the label of 𝑖-𝑡ℎ image-text pair. The binary label 𝑦𝑖 ,
represents a hard-labeled correspondence score, indicating whether

the pair belongs to same instance (𝑦𝑖 = 1) or not (𝑦𝑖 = 0). The core

of cross-modal matching lies in projecting the different modalities

(visual and textual, in this case) into a shared, comparable space

wherein matched pairs are identified by either closer feature dis-

tances or higher feature similarities and vice verse. Typically, the

similarity of given image-text pairs could be measured through

𝑆 (Φ(𝐼 ),Ψ(𝑇 )), where Φ and Ψ are modal-specific encoders that em-

bed the visual and textual modalities into feature representation,

respectively. Notably, the similarity measure function 𝑆 (·, ·) could
be a non-parametric [8, 9, 20] or parametric [7]. For simplicity, we

denote 𝑆 (Φ(𝐼 ),Ψ(𝑇 )) as 𝑆 (𝐼 ,𝑇 ) in the following.
Most existing methods have achieved promising performance

by optimizing the hinge-based triplet ranking loss with online hard
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Figure 2: Overview of our Uncertainty-Guided Noisy Correspondence Learning framework (UGNCL).

negative mining proposed by VSE++ [8], the specific matching

objective is defined as follows:

L𝐻 (𝐼𝑖 ,𝑇𝑖 ) = [𝛾−𝑆 (𝐼𝑖 ,𝑇𝑖 )+𝑆 (𝐼ℎ,𝑇𝑖 )]++[𝛾−𝑆 (𝐼𝑖 ,𝑇𝑖 )+𝑆 (𝐼𝑖 ,𝑇ℎ)]+ (1)

where 𝛾 > 0 is a scalar hyper-parameter that denotes a specific mar-

gin. (𝐼𝑖 ,𝑇𝑖 ) represents a matched data pair in the training datasetD
and [𝑥]+ =𝑚𝑎𝑥 (0, 𝑥). Additionally, we define 𝐼ℎ = 𝑎𝑟𝑔𝑚𝑎𝑥𝐼 𝑗≠𝐼𝑖𝑆 (𝐼 𝑗 ,𝑇𝑖 )

and 𝑇ℎ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑇𝑗≠𝑇𝑖𝑆 (𝐼𝑖 ,𝑇𝑗 ) as the hardest negative samples
within a mini-batch.

However, the solution of Eq. (1) relies on an implicit assumption,

i.e., all cross-modal pairs in the training dataset are perfectly aligned.

In practice, the cross-modal datasets are often sourced from Internet

due to the high collection and annotation costs. Consequently, it

is inevitable to introduce noise (i.e., mismatched data pairs) into

collected data, a.k.a. noisy correspondence. Obviously, optimizing

with Eq. (1) on such datasets will severely hurt the robustness and

generalization of cross-modal matching model since its potential

overfitting to the noisy samples. To tackle this issue, a common

approach [12, 17, 39] is to roughly divide the training data into clean

and noisy sets. Moreover, this approach typically incorporates the

design of soft margins in order to enhance the robustness of triplet

loss against noise, which could be formulated as follows:

L𝑆 (𝐼𝑖 ,𝑇𝑖 ) = [𝛾−𝑆 (𝐼𝑖 ,𝑇𝑖 )+𝑆 (𝐼ℎ,𝑇𝑖 )]++[𝛾−𝑆 (𝐼𝑖 ,𝑇𝑖 )+𝑆 (𝐼𝑖 ,𝑇ℎ)]+ (2)

where 𝛾 represents the soft margins adaptively computed by 𝛾 =
𝑚𝑦̂𝑖𝑖 −1
𝑚−1 ,𝑚 is a curve parameter and 𝑦𝑖𝑖 denotes the rectified soft

correspondence labels. However, this approach still has two limita-

tions: 1) the division typically includes twofold errors due to the

properties of GMM/BMM distribution, i.e., truly matched data pairs

are distinguished as mismatched and vice versa. 2) the rectified

labels utilized to recast soft margins are unstable, especially those

wrong soft correspondence labels might produce the risk of match-

ing failure in high noise ratio. To overcome these limitations, we

propose an Uncertainty Guided Division (UGD) strategy to perform

explicit division (Sec 3.2) and a Trusted Robust Loss (TRL) to provide

reliable rectification (Sec 3.3). The details are delineated next.

3.2 Uncertainty Guided Division

3.2.1 Multi-View Bidirectional Evidence Extraction. For each in-

put image, we first use Faster R-CNN [35] model pretrained on

Visual Genomes [19] to extract 𝑅 region-level visual representation

𝑉 = {𝑣1, 𝑣2, ..., 𝑣𝑖 }
𝑅
𝑖=1, where 𝑅 represents the number of salient

regions in an image. Afterwards, a visual modal feature extrac-

tor, denoted as Φ, is employed to obtain multi-view embedding

{𝑣𝑤,𝑖 }
𝑊
𝑤=1 = 𝑓 (𝑣𝑖 ), where𝑊 is the number of visual views and

𝑣𝑤,𝑖 ∈ R
𝑑 represents multi-view region-level embedding in a shared

space. Likewise, for each input text, we first tokenize it into 𝐿 words
and sequentially feed the word embeddings into a bi-directional

GRU [36]. After that, a textual feature extractor Ψ is exploited to

project the word embeddings into the shared space, denoted as

𝑇 = {𝑡 𝑗 | 𝑗 ∈ [1, ..., 𝐿], 𝑡 𝑗 ∈ R
𝑑 }, where 𝐿 indicates the length of in-

put sentence and 𝑡 𝑗 represents the 𝑗-th word-level embedding. For
ease of representation, we only consider the computation in a given

mini-batch with 𝐾 pairs in the following. Considering image-text

pair (𝑉𝑤
𝑖 ,𝑇𝑗 ), the evidence of𝑤-th view could be extracted by the

cross-modal evidence extractor Θ, which is defined as:

𝑒𝑤𝑖 𝑗 = Θ(𝑆 (𝑉𝑤
𝑖 ,𝑇𝑗 )) = exp(𝑠𝑜 𝑓 𝑡𝑝𝑙𝑢𝑠 (𝑆 (𝑉𝑤

𝑖 ,𝑇𝑗 ))/𝜏) (3)

where 0 < 𝜏 < 1 serves as a scaling parameter and 𝑠𝑜 𝑓 𝑡𝑝𝑙𝑢𝑠 (𝑥) =
𝑙𝑜𝑔(1+𝑒𝑥𝑝 (𝑥)) represents a smooth approximation of the ReLU acti-

vation function. Therefore, the evidence vector 𝑒𝑤,𝑖2𝑡
𝑖 = [𝑒𝑤𝑖1, 𝑒

𝑤
𝑖2, ..., 𝑒

𝑤
𝑖𝐾 ]

of a given𝑤-th view visual query 𝐼𝑤𝑖 could be extracted from the cor-

responding cross-modal similarities through Eq. (3). Likewise, the

evidence vector 𝑒𝑤,𝑡2𝑖
𝑗 = [𝑒𝑤1𝑗 , 𝑒

𝑤
2𝑗 , ..., 𝑒

𝑤
𝐾 𝑗 ] of a given textual query

𝑇𝑗 could be obtained. Then cross-modal bidirectional evidence vec-
tor of the given𝑤-th view image-text pair could be obtained:

𝑒𝑤 = 𝑒𝑤,𝑖2𝑡
𝑖 + 𝑒𝑤,𝑡2𝑖

𝑗 = [𝑒𝑤1 , 𝑒𝑤2 , ..., 𝑒𝑤𝐾 ] (4)

where 𝑒𝑤 refers the aggregated bidirectional evidence to support

classification, i.e., we regard cross-modal matching task as a 𝐾-way
classification problem, where the𝑤-th view visual embedding or

textual embedding serves as the query to be classified.

3.2.2 Cross-Modal UncertaintyModeling. Having introducedmulti-

view bidirectional evidence, we now focus onmodel the cross-modal

uncertainty, which follows the principles of Subjective Logic [18].

For simplicity, we assume that each view has equal contribution.

Subjective Logic posits a theoretical framework predicated on evi-

dence sourced from data, aimed to derive the probabilities (belief

mass) of different classes and overall uncertainty (uncertainty mass)

of the multi-classification problem. Note that the evidence refers to

the metrics sourced from input data to support the classification
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and is closely related to the concentration parameters of Dirichlet

distribution, a statistical model utilized to express the likelihood of

outcomes based on prior observations. We could intuitively regard

cross-modal matching task as 𝐾-way classification that a query is
classified to its corresponding cross-modal counterpart. Subjective

Logic tries to assign a belief mass and overall uncertainty mass to

each query based on the multi-view bidirectional evidence. Specifi-

cally, for the𝑤-𝑡ℎ view of visual embedding, the 𝐾 + 1 mass values

are all non-negative and their sum is one, which could defined as:

𝑢𝑤 +

𝐾∑
𝑘=1

𝑏𝑤𝑘 = 1 (5)

where 𝑢𝑤 ≥ 0 and 𝑏𝑤
𝑘

≥ 0 indicate the overall uncertainty and the

classification probability for the 𝑘-th class of𝑤-th view image-text

pair, respectively. For the 𝑤-th view image-text pair, subjective

logic connects the bidirectional evidence 𝑒𝑤 to the parameters of

the Dirichlet distribution 𝛼𝑤 = [𝛼𝑤
1 , 𝛼𝑤

2 , ..., 𝛼𝑤
𝐾 ]. Specifically, the

parameter 𝛼𝑤
𝑘
of the Dirichlet distribution is derived from 𝑒𝑤

𝑘
, i.e.,

𝛼𝑤
𝑘

= 𝑒𝑤
𝑘
+ 1. Then the belief mass 𝑏𝑤

𝑘
and the uncertainty 𝑢𝑤 are

calculated as follows:

𝑏𝑤𝑘 =
𝑒𝑤
𝑘

𝐿𝑤
=

𝛼𝑤
𝑘

− 1

𝐿𝑤
and 𝑢𝑤 =

𝐾

𝐿𝑤
(6)

where 𝐿𝑤 =
∑𝐾
𝑖=1 (𝑒

𝑤
𝑖 + 1) =

∑𝐾
𝑖=1 𝛼

𝑤
𝑖 indicates the Dirichlet distri-

bution strength and the belief mass 𝑏𝑤
𝑘
could be viewed as subjec-

tive opinions corresponding to the Dirichlet distribution. One could

easily observe that the more bidirectional evidence supported for

the classification of 𝑘-th cross-modal counterpart, the greater the
probability assigned to the 𝑘-th query.
The Dempster-Shafer theory (DST) [5] of evidence is designed

to combine evidence from different sources at a degree of belief

(also known as the belief function) that comprehensively consid-

ers all available evidence. Like TMC[13], leveraging the combi-

nation rule of DST, we combine𝑊 independent sets of probabil-

ity mass assignment {M𝑤}𝑊𝑤=1 for each image-text pair, where

M𝑤 = {{𝑏𝑤
𝑘
}𝐾
𝑘=1, 𝑢

𝑤}, to obtain a joint opinionM = {{𝑏𝑘 }
𝐾
𝑘=1, 𝑢}.

According to Eq. (6), the corresponding joint bidirectional evidence

from multiple views and the parameters of Dirichlet distribution

are induced as follows:

𝐿 =
𝐾

𝑢
, 𝑒𝑘 = 𝑏𝑘 × 𝐿 and 𝛼𝑘 = 𝑒𝑘 + 1 (7)

based on the above combination rule, we can obtain the estimated

multi-view joint bidirectional evidence and the corresponding pa-

rameters of joint Dirichlet distribution to produce the final probabil-

ity (represented by 𝑏𝑘 ) of each query is classified to its cross-modal
counterpart and the overall uncertainty (represented by 𝑢).

Intuitively, by setting a threshold 𝑝 to 𝑢, we can divide the train-
ing data into two distinct sets: a determined set 𝑆𝐷 with definitive

hard-labels wherein clean data labeled as 𝑦 = 1 and noisy data

labeled as 𝑦 = 0, and an hard set 𝑆𝐻 wherein the labels of all pairs

are wiped and replaced by the estimated soft corresponding labels,

denoted as 𝑦 ∈ [0, 1], to accurately depict the corresponding degree
of cross-modal pairs. The division could be formulated as:{

𝑆𝐷 ⊇ (𝐼𝑖 ,𝑇𝑖 ), 𝑢𝑖 < 𝑝

𝑆𝐻 ⊇ (𝐼𝑖 ,𝑇𝑖 ), 𝑢𝑖 ≥ 𝑝
(8)

more specific, for the determined set 𝑆𝐷 , the definitive hard-labels
could be obtained using the joint belief mass as follows:

𝑦𝑖 =

⎧⎪⎪⎨⎪⎪⎩
1, if 𝑖 = argmax

𝑘
(𝑏𝑖,𝑘 )

0, otherwise
(9)

where 𝑦𝑖 = 1 indicates the pair (𝐼𝑖 ,𝑇𝑖 ) belongs to the determined
clean set 𝑆𝐶 and another belongs to the determined noisy set 𝑆𝑁 .
We further formulated it as follows:{

𝑆𝐶 ⊇ (𝐼𝑖 ,𝑇𝑖 ), 𝑦𝑖 = 1

𝑆𝑁 ⊇ (𝐼𝑖 ,𝑇𝑖 ), 𝑦𝑖 = 0
(10)

based on the above division, one could find that the three sets are

explicitly divided, and thus we could effortless mitigate the adverse

impact of noisy pairs in 𝑆𝑁 . For the data pairs of hard set 𝑆𝐻 , the
most challenge is to accurately estimate its soft corresponding labels.

In contrast to most existing methods usually regard the predicted

similarity scores as the soft correspondence labels, our UGNCL

obtains the labels from the estimated belief mass of Dirichlet distri-

bution, the specific calculation is defined as 𝑦𝑖 = 𝑏𝑖,𝑖 . Moreover, the
hard set 𝑆𝐻 could be divided into two subsets: a hardly-determined

clean subset 𝑆𝐶𝐻 and noisy subset 𝑆𝑁𝐻 . The specific division could

be formulated as follows:{
𝑆𝐶𝐻 ⊇ (𝐼𝑖 ,𝑇𝑖 ), 𝑦𝑖 > 𝜖

𝑆𝑁𝐻 ⊇ (𝐼𝑖 ,𝑇𝑖 ), 𝑦𝑖 ≤ 𝜖
(11)

where the 𝜖 is a fixed threshold, and 𝑦𝑖 could be employed to deter-
mine whether UGNCL performs positive or negative learning on

the pairs of the hard set 𝑆𝐻 . The details are presented in Sec 3.3.

3.2.3 Bidirectional Opinion Learning. In this section, we will dis-

cuss how to learn bidirectional cross-modal mass M𝑤 of each

view. We intuitively view cross-modal matching task as 𝐾-way
classification problem that a query is classified to its corresponding

cross-modal counterpart. Given a query 𝐼𝑖 or 𝑇𝑖 and its retrieval
ground truth 𝒚𝒊 ∈ R

𝐾 (wherein the 𝑖-th element is 𝑦𝑖 and the rest
are 0), we can get the cross-modal bidirectional evidence through

Eq. (4) and then derive the parameter 𝜶 𝒊 of Dirichlet distribution.

Furthermore, the cross-modal opinions 𝐷 (𝒑 𝒊 |𝜶 𝒊) can be formed,

where 𝒑𝒊 represents the class probabilities and its density follows

𝜶 𝒊 . Leveraging the least-squares loss, we make the query proba-

bilities 𝒑𝒊 approach the ground truth 𝒚𝒊 , which indicates the class

probabilities of a query classified its cross-modal counterpart in

our case. The specific formulation could be defined as:

L𝑙𝑠 (𝜶 𝒊,𝒚𝒊) =
∫

| |𝒚𝒊 − 𝒑𝒊 | |
2
2

1

𝐵(𝜶 𝒊)
𝐾∏
𝑗=1

𝑝
𝛼𝑖 𝑗−1
𝑖 𝑗 𝑑𝒑 𝒊

=
𝐾∑
𝑗=1

[(𝑦𝑖 𝑗 − E(𝑝𝑖 𝑗 ))
2 + Var(𝑝𝑖 𝑗 )]

=
𝐾∑
𝑗=1

(𝑦𝑖 𝑗 −
𝛼𝑖 𝑗

𝐿𝑖
)2 +

𝛼𝑖 𝑗 (𝐿𝑖 − 𝛼𝑖 𝑗 )

𝐿2𝑖 (𝐿𝑖 + 1)

(12)

where E(𝑝𝑖 𝑗 ) and Var(𝑝𝑖 𝑗 ) are the expected value and the variance
of 𝑝𝑖 𝑗 , respectively. Noted that we estimate the expected probabil-

ity E(𝑝𝑖 𝑗 ) by
𝛼𝑖 𝑗
𝐿𝑖

[37]. The above loss function ensures that the

evidence supported matched pairs could be higher than the one
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supported mismatched pairs. However, it is challenging to generate

scant evidence for mismatched pairs, and ideally, the generated

evidence is expected to trend towards zero in this case. Thus the

following Kullback-Leiber (KL) divergence term is introduced:

L𝑘𝑙 (𝜶 𝒊,𝒚𝒊) = 𝐾𝐿[𝐷 (𝒑 𝒊 |𝜶̃ 𝒊) | |𝐷 (𝒑𝒊 |1)]

= log(
Γ(
∑𝐾

𝑗=1 𝛼̃𝑖 𝑗 )

Γ(𝐾)
∏𝐾

𝑗=1 Γ(𝛼̃𝑖 𝑗 )
) +

𝐾∑
𝑗=1

(𝛼̃𝑖 𝑗 − 1) [𝜓 (𝛼̃𝑖 𝑗 ) −𝜓 (

𝐾∑
𝑗=1

𝛼𝑖 𝑗 )],

(13)

where 𝜶̃ 𝒊 = 𝒚𝒊 + (1 − 𝒚𝒊) � 𝜶 𝒊 represents the adjusted Dirich-

let parameters with unreliable evidence removed from the pre-

dicted Dirichlet distribution and helps avoid the evidence of the

ground truth class erroneously reduced to zero. The Γ(·) and𝜓 (·)

are gamma and digamma functions, respectively.

Once we obtain the evidence vector 𝒆𝒘,𝒊2𝒕
𝒊 ∈ R𝐾 , then the cor-

responding parameters of Dirichlet distribution could be calculated

as 𝜶𝒘,𝒊2𝒕
𝒊 = 𝒆𝒘,𝒊2𝒕

𝒊 + 1. Afterwards, the joint belief mass could be

derived through the combination rule of DST, then the combined

evidence vector 𝒆𝑖2𝑡𝑖 and the corresponding parameters of Dirich-

let distribution 𝜶 𝑖2𝑡
𝑖 cloud be induced by Eq. (7). Furthermore, the

evidential loss of image-to-text could be defined as:

L𝑖2𝑡
𝑒 (𝐼𝑖 , 𝑦𝑖 ) = L𝑙𝑠 (𝜶

𝒊2𝒕
𝒊 , 𝑦𝑖 ) + 𝜉1L𝑘𝑙 (𝜶

𝒊2𝒕
𝒊 , 𝑦𝑖 ) (14)

where 1>𝜉>0 is a balance factor. Likewise, the evidential lossL𝑡2𝑖
𝑒 (𝑇𝑖 , 𝑦𝑖 )

of text-to-image could also be obtained by the above equation. Fi-

nally, the bidirectional evidential loss could be formulated as:

L𝑒 (𝐼𝑖 ,𝑇𝑖 , 𝑦𝑖 ) = L𝑖2𝑡
𝑒 (𝐼𝑖 , 𝑦𝑖 ) + L𝑡2𝑖

𝑒 (𝑇𝑖 , 𝑦𝑖 ) (15)

3.3 Trusted Robust Loss

As mentioned 3.1, most existing methods tackle the noisy corre-

spondence using the Eq. (2), which easily suffers the inaccurate

prediction 𝑦𝑖𝑖 and thus fails to produce well performance. In a

word, the prediction is not robust against noise. Considering our

explicit division, the easily-determined partitions 𝑆𝐶 and 𝑆𝑁 could

be well-processed using Eq. (1). However, one could find that there

are two embarrassing phenomenons in the hard partition 𝑆𝐻 : the
truly matched pairs are wrongly considered as mismatched pairs

and vise verse. To this end, we present a Trusted Robust Loss (TRL)

to provide a reliable rectification for the calibrated soft margins 𝛾
and further enhance the robustness of models against noise. The

specific formulation could be defined as follows:

L𝑡 (𝐼𝑖 ,𝑇𝑖 ) =
1

𝜆

𝜆∑
𝑗=1

( [𝛾𝑖−𝑆 (𝐼𝑖 ,𝑇𝑖 )+𝑆 (𝐼 𝑗 ,𝑇𝑖 )]++[𝛾𝑖−𝑆 (𝐼𝑖 ,𝑇𝑖 )+𝑆 (𝐼𝑖 ,𝑇𝑗 )]+),

(16)

where 𝐼 𝑗 and 𝑇𝑗 represents the selected 𝑡𝑜𝑝-𝜆 hardest negatives,

and 𝜆 could dynamically increase following the training epoch.

Specifically, it could be formulated as 𝜆 = max(	𝐾 − 𝛿 ∗ 𝐸𝑝𝑜𝑐ℎ�, 𝜃 ),
where 	𝑥� indicates the rounding down operation, 𝛿 is a decay

factor and 𝜃 represents the lower bound of 𝜆. More specific, the
trusted soft margin 𝛾𝑖 could be adaptively determined by:

𝛾𝑖 =

⎧⎪⎪⎨⎪⎪⎩
1

1+( 1
𝑢−1 )

−Δ𝛾𝑖 , (𝐼𝑖 ,𝑇𝑖 ) ∈ 𝑆𝐶𝐻
1

1+( 𝑢
1−𝑢 )−Δ

𝛾𝑖 , (𝐼𝑖 ,𝑇𝑖 ) ∈ 𝑆𝑁𝐻
(17)

where Δ > 0 is an empirical parameter and 𝛾𝑖 represents the soft
margins calibrated by estimated soft correspondence labels. 𝑆𝐶𝐻
and 𝑆𝑁𝐻 indicate the hardly-determined clean and noisy partitions,

respectively. Theoretically, the above trusted soft margins 𝛾𝑖 could
be assigned a higher value for the matched data pairs with lower

uncertainty andmismatched data pairs with high uncertainty, while

ensuring the values lower the initial margin 𝛾 , which means that
all pairs in the hard partition contribute lower than those in easily-

determined clean partition. Finally, the overall objective function

of our UGNCL could be formulated as follows:

L𝑜𝑣𝑒𝑟𝑎𝑙𝑙 = L𝑒 + 𝜉2L𝑡 (18)

4 EXPERIMENT

To validate the effectiveness of our proposed UGNCL, this section

demonstrates extensive experiments conducted on three widely-

used benchmark datasets: Flickr30K[41], MS-COCO[24], and Con-

ceptual Captions[38]. Due to the Flickr30K and MS-COCO are two

well-annotated datasets, thus we simulate the noisy correspondence

on them. In contrast, the more challenging Conceptual Captions

dataset contains real-world noisy correspondence. Furthermore, we

also provide detailed descriptions of UGNCL’s implementation.

4.1 Datasets and Performance Measurements

The following three widely-used cross-modal matching datasets

are utilized in our experiments:

• Flickr30K contains 31,000 images collected from the Flickr

website with five captions for each image. Following previous

work [20], we use 1,000 images for validation, 1,000 images

for testing and the rest for training.

• MS-COCO contains 123,287 images and each image is anno-

tated with five captions. Following previous work [20], we

use 5,000 images for validation, 5,000 images for testing and

the rest 113,287 images for training.

• Conceptual Captions is a large-scale image-text dataset,

with all data pairs sourced from the Internet, which results

in approximately 3% ∼ 20% image-text pairs are mismatched,

i.e. noisy correspondence. It contains 3.3M images with a

single caption per image. For fair comparison, we employ

the same subset, dubbed CC152K, following NCR[17]. Specif-

ically, we use 150,000 pairs for training, 1,000 pairs for vali-

dation and 1,000 pairs for testing.

Evaluation Protocol. For cross-modal matching task, the Recall

at K (R@K) is a widely-used metric for performance evaluation,

defined as the percentage of queries correctly matched among the

top 𝐾 retrieval instances [26, 27]. In our experiments, the R@1,

R@5, R@10, and their sum are reported to provide a comprehensive

evaluation.

4.2 Implementation Details

Our proposed UGNCL could extent the capabilities of almost all

cross-modal visual-language methods, significantly improving their

robustness against noisy correspondence. For fair comparison, we

use the same settings as NCR [17] except the specific parameters

of our method, and report the results of SGR, SAF and SGRAF [7]
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as backbone to comprehensively validate the effectiveness our pro-

posed UGNCL. Noted that we conduct our comparison experiments

without any extra preprocess to datasets or using any other data

source. Specifically, the joint embedding dimensionality 𝑑 is 1024

and the mini-batch 𝐾 is set to 128. Additionally,𝑚,𝜏, 𝜉1, 𝜉2, 𝛿 and
𝜃 were empirically set to {10, 0.1, 0.1, 0.8, 0.25, 5}. After that, we
initialize the margin parameter, denoted as 𝛾 , to 0.2, and set the
empirical parameter 
 to 10 for reliable rectification of soft margins.

Moreover, we set the number of views, represented as𝑊 , to 2 and

the division threshold 𝑝 and 𝜖 to 0.5 for all experiments. For MS-
COCO datasets, the training processes contain 20 epochs after a 2

epochs warmup, while other datasets contain 40 epochs following

a 5 epochs warmup. Finally, at the inference stage, we average the

similarities calculated by diverse views for the retrieval evaluation.

4.3 Comparison with State-of-the-Arts

In this section, we conduct extensive comparisons on three widely-

used benchmarkswith 8 state-of-the-artmethods, i.e., SCAN (ECCV’

2018) [20], VSRN (ICCV’ 2019) [22], IMRAM (CVPR’ 2020) [1],

SGRAF (SGR and SAF, AAAI’ 2021) [7], NCR (NeurIPS’ 2021) [17],

DECL (ACM MM’ 2022) [33], MSCN (CVPR’ 2023 [12] and Bi-

Cro (CVPR’ 2023) [39]. As the Flickr30K and MS-COCO are well-

annotated datasets, we artificially generate synthetic noisy corre-

spondence by randomly shuffling the captions like [17] for a specific

percentage (i.e., 20%, 50% and 70%). For fairness, we directly refer to

the results already reported in the corresponding papers and retrain

the baselines with the recommended settings to obtain the results

that these works did not report. Moreover, we choose the best

checkpoint on the validation set and report its performance on the

test set for all methods. Following NCR, we also report two strong

baselines based SGR, i.e., SGR-C and SGR*. In short, SGR-C selects

only clean data for training, and SGR* employs a pre-training pro-

cess while training without hard negatives to improve robustness.

Like [17, 33, 39], the ensemble results of UGNCL-SGRAF, denoted

as UGNCL*, are reported in this paper.

4.3.1 Comparisons on Synthetic Noise. Tab. 1 reports the quantita-

tive results on Flickr30K dataset and over 5 folds of 1K test images

MS-COCO dataset. From the experimental results, one could ob-

serve that UGNCL achieves best overall performance. Specifically,

UGNCL not only performs well under low noise ratio, but also

its performance significantly exceeds that of other state-of-the-art

methods under high noise ratio, especially 70% noise ratio. The

reason of all baselines’s performance significantly degrades in the

high noise ratio may be that these methods adversely suffer the

determined noise, while our UGNCL effectively mitigate the impact

of the noise due to the explicit division.

4.3.2 Comparisons on Real-world Noise. Tab. 2 shows the quanti-

tative results on more challenging dataset CC152K with real-world

noisy correspondence. The results clearly indicate that our UGNCL

surpasses all the evaluated baselines, achieving the best overall

performance of 373.1%, which strongly demonstrates the stability
and robustness against noise of our method. Specifically, UGNCL

outperforms the best baseline BiCro with performance improve-

ment of 2.8% and 0.6% in terms of R@1 in text and image retrieval,

respectively. Moreover, compared with BiCro filters the noisy data

according to their soft correspondence labels, the performance gap

shows that our UGD is more effective and robust to mitigate the

impact of mismatched data on performance.

4.3.3 Comparisons on Well-annotated Correspondences. For a com-

prehensive comparison, we also evaluate the performance of UGNCL

on MS-COCO dataset without additional noise. From the quanti-

tative results of MS-COCO 5K shown in Tab. 2, one could see that

UGNCL achieves state-of-the-art performance in terms of all evalu-

ated metrics, which shows that our UGNCL not only demonstrates

superiorities in handling noisy cases but also performs effectively

in well-aligned scenarios. Specifically, in comparison to the best

baseline BiCro, UGNCL improves the score for retrieving by 1.8%,
1.0%, 0.6%, 1.0%, 0.9% and 0.6% across all metrics.

4.4 Comparison with Pre-trained Model

In this section, we compare our method with the well-known large

pre-trained model CLIP [34]. CLIP is trained from scratch on a mas-

sive dataset collected from the Internet and thus presumably has a

large number of image-text pairs with real-world noisy correspon-

dence. Following the settings of NCR [17], we report the zero-shot

and fine-tuning results on MS-COCO 5K dataset in Tab. 3. Noted

that we exploit two baselines, i.e., CLIP (ViT-L/14) denoted as CLIP-

14 and CLIP (ViT-B/32) denotes as CLIP-32. From the results, one

could find that our method achieves the best performance across

all metrics and even the retrieval scores of each metric under high

noise are higher than the zero-shot result of CLIP-14 by a large

margin, which is strongly proved that our method has the potential

and robustness to deal with the noisy correspondence.

4.5 Ablation Study

In this section, we conduct ablation studies on Flickr30K with 20%

noise to investigate the contributions of different proposed compo-

nents in our UGNCL, i.e., UGD and TRL. The results are presented

in Tab. 4, one could observe that the full version of our UGNCL*

achieves the best performance, which indicates that each compo-

nent contributes to our method for performance improvement. For

a fair comparison and effectively explore the effect of UGD, like

previous works [17, 39], we divide the training data into two subsets

(i.e., clean subset and noisy subset.) according to their predicted

class probabilities and further estimate the soft correspondence

labels for the pairs in the noisy subset. In comparison to the one

without UGD, one could see that our UGNCL* improves 10.5% in

the overall performance, which strongly indicates that the provided

division of UGD is accurate and reliable, remarkably mitigate the

impact of the easily-determined noise. Furthermore, to explore the

effect of TRL, we replace it with the widely-used soft triplet loss L𝑆 .

From the result of the second line, one could see that our UGNCL*

achieves 6.5% improvement in the terms of overall performance,

which indicates that our TRL could provide more trusted and suit-

able soft margins rectification for the pairs in the hard subset and

further enhance the robustness of triplet loss against noise.

4.6 Visualization on Uncertainty

In this section, we showcase some examples form Flickr30K in Fig.

3 to demonstrate the effectiveness and reliability of our method.

Noted that the similarity score for each image-text pair and overall
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Table 1: Cross-modal retrieval performance comparison under synthetic noise rates of 20%, 50% and 70% on Flickr30K and

MS-COCO 1K, and the best results are highlighted on bold.

Flickr30K MS-COCO 1K

Image to Text Text to Image Image to Text Text to Image

Noise Methods R@1 R@5 R@10 R@1 R@5 R@10 rSum R@1 R@5 R@10 R@1 R@5 R@10 rSum

20%

SCAN 59.1 83.4 90.4 36.6 67.0 77.5 414.0 66.2 91.0 96.4 45.0 80.2 89.3 468.1

VSRN 58.1 82.6 89.3 40.7 68.7 78.2 417.6 25.1 59.0 74.8 17.6 49.0 64.1 289.6

IMRAM 63.0 86.0 91.3 41.4 71.2 80.5 433.1 68.6 92.8 97.6 55.7 85.0 91.0 490.7

SGR* 62.8 86.2 92.2 44.4 72.3 80.4 438.3 67.8 91.7 96.2 52.9 83.5 90.1 482.2

SGR-C 72.8 90.8 95.4 56.4 82.1 88.6 486.1 75.4 95.2 97.9 60.1 88.5 94.8 511.9

NCR 73.5 93.2 96.6 56.9 82.4 88.5 491.1 76.6 95.6 98.2 60.8 88.8 95.0 515.0

DECL 77.5 93.8 97.0 56.1 81.8 88.5 494.7 77.5 95.9 98.4 61.7 89.3 95.4 518.2

MSCN 77.4 94.9 97.6 59.6 83.2 89.2 501.9 78.1 97.2 98.8 64.3 90.4 95.8 524.6

BiCro 78.1 94.4 97.5 60.4 84.4 89.9 504.7 78.8 96.1 98.6 63.7 90.3 95.7 523.2

UGNCL* 78.4 95.8 97.8 59.8 84.3 89.5 505.6 79.5 97.2 99.0 63.7 90.9 96.0 526.3

50%

SCAN 27.7 57.6 68.8 16.2 39.3 49.8 259.4 40.8 73.5 84.9 5.4 15.1 21.0 240.7

VSRN 14.3 37.6 50.0 12.1 30.0 39.4 183.4 23.5 54.7 69.3 16.0 47.8 65.9 277.2

IMRAM 9.1 26.6 38.2 2.7 8.4 12.7 97.7 21.3 60.2 75.9 22.3 52.8 64.3 296.8

SGR* 36.9 68.1 80.2 29.3 56.2 67.0 337.7 60.6 87.4 93.6 46.0 74.2 79.0 440.8

SGR-C 69.8 90.3 94.8 50.1 77.5 85.2 467.7 71.7 94.1 97.7 57.0 86.6 93.7 500.8

NCR 72.9 93.0 96.3 54.3 79.8 86.5 482.8 74.6 94.7 97.8 59.1 87.8 94.5 508.5

DECL 72.7 92.0 95.8 54.8 80.4 87.5 483.2 76.1 95.0 98.3 60.5 88.7 94.9 513.5

MSCN 74.4 93.2 96.0 55.3 80.4 86.8 486.1 77.5 96.2 98.7 60.7 89.1 94.9 517.1

BiCro 73.1 91.4 96.1 53.7 80.2 87.4 481.9 76.2 96.0 98.4 61.6 89.2 95.1 516.5

UGNCL* 74.1 93.0 96.9 56.7 80.9 87.3 488.9 77.2 96.4 98.7 61.6 89.7 95.3 518.9

70%

SCAN 5.6 19.3 27.4 2.2 8.0 12.8 75.3 18.1 43.1 57.4 0.3 1.3 2.3 122.5

VSRN 0.8 2.5 4.1 0.5 1.5 2.7 12.1 5.1 15.7 24.6 2.5 8.8 13.3 70.0

IMRAM 1.3 3.1 3.9 0.3 1.2 2.8 12.6 7.1 20.0 33.4 5.3 15.2 22.0 103.0

SGR* 17.9 42.1 51.9 14.6 31.0 40.8 198.3 35.7 71.2 85.4 31.6 65.8 79.0 368.7

SGR-C 65.0 89.3 94.7 48.1 74.5 81.1 452.7 69.8 93.6 97.5 56.5 86.0 93.4 496.8

NCR 16.1 38.5 52.8 11.0 29.5 41.4 189.3 35.4 69.5 83.4 31.5 66.4 81.1 367.3

DECL 60.4 85.4 90.8 42.8 71.5 80.7 431.7 70.5 94.7 98.8 56.1 85.3 93.2 498.6

MSCN 69.0 89.3 93.0 49.2 73.1 79.0 452.6 74.4 94.9 97.7 58.8 87.2 93.7 506.7

BiCro 65.2 88.0 93.2 48.0 74.1 81.6 450.1 73.9 95.5 97.8 59.2 87.8 93.6 507.9

UGNCL* 70.3 91.1 96.0 52.4 77.6 83.4 470.8 75.7 95.9 98.4 59.6 87.5 92.6 509.7

Table 2: Cross-modal retrieval performance comparison on CC152K with real noise and MS-COCO 5K with the evaluated model

trained on clean data, and the best results are highlighted in bold.

CC152K MS-COCO 5K

Image to Text Text to Image Image to Text Text to Image

Methods R@1 R@5 R@10 R@1 R@5 R@10 rSum R@1 R@5 R@10 R@1 R@5 R@10 rSum

SCAN 30.5 55.3 65.3 26.9 53.0 64.7 295.7 44.7 75.9 86.6 33.3 63.5 75.4 379.4

VSRN 32.6 61.3 70.5 32.5 59.4 70.4 326.7 53.0 81.1 89.4 40.5 70.6 81.1 415.7

IMRAM 33.1 57.6 68.1 29.0 56.8 67.4 312.0 53.7 83.2 91.0 39.7 69.1 79.8 416.5

SAF 31.7 59.3 68.2 31.9 59.0 67.9 318.0 55.5 83.8 91.8 40.1 69.7 80.4 421.3

SGR 11.3 29.7 39.6 13.1 30.1 41.6 165.4 57.3 83.2 90.6 40.5 69.6 80.3 421.5

NCR 39.5 64.5 73.5 40.3 64.6 73.2 355.6 58.2 84.2 91.5 41.7 71.0 81.3 427.9

DECL 39.0 66.1 75.5 40.7 66.3 76.7 364.3 59.2 84.5 91.5 41.7 70.6 81.1 428.6

MSCN 40.1 65.7 76.6 40.6 67.4 76.3 366.7 - - - - - - -

BiCro 40.8 67.2 76.1 42.1 67.6 76.4 370.2 59.0 84.4 91.7 42.4 71.2 81.7 430.4

UGNCL* 43.6 67.1 74.9 42.7 68.4 76.4 373.1 60.8 85.4 92.3 43.4 72.1 82.3 436.2
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✓✓

0.7111

1. An Indian boy looks at a black cow whilst a
    woman in a blue and green sari looks away.

2. Two women in colorful clothes sit on the
    ground near their cow.
3. Two East Asian women sitting outdoors
    behind a cow-like animal.
4. Two people and a leashed cow at a home.

5. An Asian woman is selling colorful fabrics.

✓
0.6658 ✓✓

0.6448

0.5858

✓✓
0.3814

Query: A woman works extremely hard while working on some type of weaving while
            what looks to be her children hang around behind her .

Query: The baby walks on the gold and sandy-colored beach with water splashing behind him . Query: A puppy has a stick in its mouth .

Overall uncertainty: 0.9458

1. Red white and blue SUV patrolling the beach
    and shoreline on a cloudy day while seagulls
    walk in the sand .
2. A red , white , and blue security vehicle is
    driving down a rocky beach toward some
    birds on a cloudy day .
3. A truck driving along a beach near a flock of
    seagulls .
4. Orange SUV drive by the shore .
5. A car parked at the beach . ✓✓

0.9931 ✓✓
0.9421 ✓✓
✓✓0.7907

0.6008 ✓✓
0.5299

Overall uncertainty: 0.2656 Overall uncertainty: 0.5776

1. Two men , one with orange glasses , are
    playing guitars on stage in front of a crowd
    of onlookers.
2. A band is playing to a cheering crowd .

3. A band performs before their fans as they
    put their hands in the air .
4. There is a band playing for a small
    audience .
5. A band playing on stage for a crowd .

0.8688 ✓✓
0.8300

0.8149

0.8094

0.7803

0.7415 0.1387

Overall uncertainty: 0.2097

0.5216

Overall uncertainty: 0.5166

0.4335 0.32520.1194 0.4454 0.10320.1189

Overall uncertainty: 0.9189

(a) The image query and its top five retrieval sentences.

(b) The sentence query and its top three retrieval images.

Figure 3: Some retrieved examples of cross-modal retrieval on Flickr30K under 50% noise. The top-5 ranked sentences for

each image query are demonstrated in (a). Sentences that match correctly are marked with a green tick, while mismatches are

indicated with a red cross. For each sentence query, we show the top-3 ranked images from left to right in (b). We highlight the

similarities of correctly matched images with green boxes and texts, the mismatched ones with red boxes and texts. All the

estimated overall uncertainties are marked with blue texts.

Table 3: Comparison with CLIP on MS-COCO 5K.

Image to Text Text to Image

Noise Methods R@1 R@5 R@10 R@1 R@5 R@10 rSum

0%
CLIP-14 58.4 81.5 88.1 37.8 62.4 72.2 400.4

CLIP-32 50.2 74.6 83.6 30.4 56.0 66.8 361.6

20%

CLIP-14 36.1 61.3 72.5 22.6 43.2 53.7 289.4

CLIP-32 21.4 49.6 63.3 14.8 37.6 49.6 236.3

UGNCL* 57.5 85.3 92.2 42.3 71.5 81.6 430.4

50%
CLIP-32 10.9 27.8 38.3 7.8 19.5 26.8 131.1

UGNCL* 57.2 84.1 91.6 41.6 70.8 81.0 426.4

uncertainty are both depicted. One cloud observe that the lower

uncertainty leads to more determined retrieval results. Specifically,

in cases of results on the left with low uncertainty, the correspond-

ing matches in retrieval typically exhibit high degree of similarity,

whereas the mismatched results display markedly lower similarity.

From the right cases with high uncertainty, high similarity dose

not always guarantee a match and vice verse, which means high

similarity but factually mismatched and low similarity but factually

matched. That is to say, the deterministic similarity is not enough

to reflect the confidence of cross-modal retrieval. Therefore, the

proposed division based uncertainty is interpretable and effective,

which could enhance the robustness against noisy correspondence.

5 CONCLUSION

This paper investigates the challenging problem of robust cross-

modal matching with noisy correspondence, and presents a novel

Uncertainty-Guided Noisy Correspondence Learning (UGNCL) frame-

work to achieve noise-robust cross-modal matching. Specifically,

Table 4: Ablation studies of UGD and TRL on Flick30K with

20% noise.

Method Image to Text Text to Image

UGD TRL R@1 R@5 R@10 R@1 R@5 R@10 rSum

� � 78.4 95.8 97.8 59.8 84.3 89.5 505.6

� 77.0 94.1 97.0 58.8 83.3 88.7 499.1

� 75.1 93.9 97.3 58.6 82.1 88.0 495.1

75.6 93.7 96.9 57.0 82.3 88.3 493.8

the proposed Uncertainty Guided Division (UGD) is capable of pro-

viding the explicit and accurate division, mitigating the impact

of easily-determined noise. Furthermore, a Trusted Robust Loss

(TRL) is exploited to reliably recast the soft margins to enhance

the robustness against noise. Extensive experiments conducted on

three widely-used datasets demonstrate that the proposed method

achieves state-of-the-art effectiveness and robustness in handling

both synthetic and real-world noisy correspondence.
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