
IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. 15, 2020 195

Synergistic Generic Learning for Face Recognition
From a Contaminated Single Sample per Person

Meng Pang , Yiu-Ming Cheung , Fellow, IEEE, Binghui Wang , Student Member, IEEE, and Jian Lou

Abstract— Single sample per person face recognition
(SSPP FR), i.e., identifying a person (i.e., data subject) with a
single face image only for training, has several attractive potential
applications, but it is still a challenging problem. Existing generic
learning methods usually leverage prototype plus variation (P+V)
model for SSPP FR provided that face samples in the biometric
enrolment database are variation-free and thus can be treated
as the prototypes of data subjects. However, this condition is not
satisfied when these samples are contaminated by nuisance facial
variations in the wild, such as varied expressions, poor lightings,
and disguises (e.g., wearing scarf). We call this new and practical
problem SSPP FR with a contaminated biometric enrolment
database (SSPP-ce FR). Subsequently, a challenging issue will be
raised on estimating proper prototypes from the contaminated
enrolment samples in SSPP-ce FR. Moreover, the generated
variation dictionary also needs to be enhanced because it is simply
based on the subtraction of average face from the samples of the
same data subject in the generic set, thus containing individual
characteristics that can hardly be shared by other data subjects.
To address these two issues, we propose a novel synergistic
generic learning (SGL) method to study the SSPP-ce FR
problem. Compared with the existing generic learning methods,
SGL develops a new “learned P + learned V” model to identify
new query samples. Specifically, it learns better prototypes for
the contaminated samples in the biometric enrolment database
by preserving their more discriminative subject-specific portions
and learns a representative variation dictionary by extracting
the less discriminative intra-subject variants from an auxiliary
generic set. The experiments on various benchmark face datasets
demonstrate the effectiveness of the proposed SGL method.

Index Terms— Single sample per person, generic learning,
prototype learning, variation dictionary learning.

I. INTRODUCTION

FACE recognition (FR) with single sample per person
(SSPP) enrolled in the biometric enrolment database1

for training has received increased attention in information
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security, pattern recognition and computer vision because
of its potential applications in criminal identification, access
control, law enforcement, video surveillance, just to name
a few [1]–[6]. However, in such scenarios, a flurry of con-
ventional discriminative subspace learning methods such as
linear discriminant analysis (LDA) [7] and other Fisher-based
subspace learning methods [8]–[10] cannot be directly applied
since the intra-class information is not available to be utilized.
Moreover, many existing sparse representation and dictionary
learning methods [11]–[14], e.g., Fisher discrimination dic-
tionary learning (FDDL) [12], also suffer from heavy per-
formance degeneration, since these methods always require
intra-class information to learn the discriminative structured
dictionary or need multiple training samples to reasonably
represent query samples.

To address the SSPP FR problem, many attempts have been
made in the literature, which can be roughly classified into two
categories [15]: patch-based methods and generic learning
methods. For patch-based methods [16]–[20], each face sample
in the biometric enrolment database is first partitioned into
several local patches. Then, these patches will be treated as
independent samples for feature extraction and recognition.
However, local feature extraction and discriminative learning
from partitioned patches can be sensitive to image varia-
tions [21]. In contrast, generic learning methods [22]–[27]
are based on the pivotal assumption that a query sample of a
person (i.e., data subject) equals its prototype plus the intra-
subject variation (i.e., P+V model) [24]. Such methods treat
each sample in the biometric enrolment database as the pro-
totype of each data subject. Then, they introduce an auxiliary
generic set with data subjects not of interest to generate an
intra-subject variation dictionary, e.g., by subtracting the aver-
age face from the samples of each data subject in the generic
set, to encode the difference between each query sample and
the prototype. Consequently, generic learning methods usually
outperform patch-based methods. In this paper, we therefore
only focus on generic learning methods.

Despite promising performance achieved by the state-of-
the-art generic learning methods, these methods assume that
each sample in the biometric enrolment database should be a
standard unoccluded face with neutral expression and under
uniform lighting (like an ID photo). However, in real-world
scenarios, some samples in the biometric enrolment database
are likely to be collected in less constrained environments. For
example, for criminal identification, the suspects can be illegal
immigrants, smugglers, or people without residence registra-
tion, which is common in the border areas of a country. In such
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scenarios, the enrolment samples (i.e., reference photos) of
suspects are hardly acquired through standard photograph, but
are likely to be provided by witnesses with unaligned mobile
photos or by surveillance cameras with blurred videos. As a
result, various nuisance facial variations, e.g., expressions,
illuminations, shadows, poses, and disguises (e.g., wearing
glasses or scarf) can exist in these enrolment samples, which
will increase much more difficulty for practical SSPP FR.
In this paper, we thus call this new and practical problem
as SSPP FR with a contaminated biometric enrolment data-
base (SSPP-ce FR). Besides, the previous problem of SSPP
FR with a standard biometric enrolment database is called
SSPP-se FR for convenience.

The new SSPP-ce FR problem will lead the existing generic
learning methods to suffering from heavy performance degen-
eration (see Fig. 11). Specifically, a plausible reason can be
twofold:

1) Existing generic learning methods assume that each
sample in the biometric enrolment database is variation-
free and thus can be treated as the appropriate prototype.
However, this assumption could not hold in SSPP-ce FR
due to the nuisance variations in these samples.

2) Existing generic learning methods usually subtract the
average face from generic samples of the same data sub-
ject as the first step to generate intra-subject variations.
However, the individual characteristics cannot always
be removed from the variation dictionary, because the
average face only represents a general feature for the
whole samples of a data subject but not a specific feature
for each sample.

As a result, the used P+V model in the existing generic
learning methods can be unsuitable for this SSPP-ce
FR problem, and will cause a query sample to be easily
identified as a wrong enrolment data subject with the similar
facial variation. In a nutshell, the SSPP-ce FR problem has
yet to be studied in the literature.

To address the aforementioned two issues, we will propose
a novel Synergistic Generic Learning (SGL) method to deal
with the SSPP-ce FR problem. SGL is based on two crucial
observations that each face image can be decomposed into:
1) a less discriminative intra-subject variant shared by different
data subjects; and 2) a more discriminative subject-specific
portion capturing individual uniqueness. Specifically, we first
learn a variation dictionary by extracting the intra-subject
variants from an auxiliary generic set. Then, we learn better
prototypes for the contaminated samples in the biometric
enrolment database by preserving their subject-specific por-
tions. Finally, we leverage the learned variation dictionary and
learned prototypes to perform SSPP FR.

To be more specific, for variation dictionary learning,
we first decompose each sample in the auxiliary generic set
into different components via representation bases learning and
sparse coding. Considering that generic samples are often of
high-dimensionality and thus the related optimization problem
will be time-consuming, we then develop an equivalent low-
rank factorization-based optimization problem and solve it
efficiently. Subsequently, we leverage the Fisher information
in the generic set to regroup the components with relatively

Fig. 1. A binary classification example of comparing SSRC with our SGL
for SSPP-ce FR. According to the representation coefficients, a query sample
wearing scarf is misclassified as the data subject wearing similar type of scarf
for SSRC. In contrast, the query sample can be classified as the correct data
subject in our SGL.

low discriminative ability into a less discriminative part (LDP),
to learn the intra-subject variation dictionary.

For prototype learning, we first detect the possible con-
taminated samples from the biometric enrolment database.
Then, we leverage the learned representation bases to sparsely
decompose them, and reuse Fisher information to regroup the
components with relatively high discriminative ability into a
more discriminative part (MDP), which separates the nuisance
variations from the contaminated samples. In doing so, we can
preserve the subject-specific portions of these contaminated
samples and thus learn better prototypes. Furthermore, for the
rest standard samples in the biometric enrolment database,
we directly leverage them as the learned prototypes.

Compared with the state-of-the-art generic learning methods
simply based on P+V model, SGL proposes a new “learned
P + learned V” model that enables the prototype learning
and variation dictionary learning to work collaboratively to
identify new query samples. Consequently, our method is
thus called synergistic generic learning. On the one hand,
SGL pursues better prototypes for the contaminated samples
in the biometric enrolment database, which narrows the gap
between a query sample and the enrolment sample of the
same data subject but with different types of variations, and
meanwhile enlarges the gap between a query sample and
the enrolment samples of different data subjects but with the
similar type of variation. On the other hand, SGL efficiently
learns a representative variation dictionary via extracting the
LDP of each generic sample, which can decrease the individual
characteristics and provide additive intra-subject variations to
better reconstruct new query samples. A binary classification
example of comparing our SGL with the popular superposed
sparse representation based classification (SSRC) [24], [27]
is illustrated in Fig. 1, which validates the superior perfor-
mance of SGL over SSRC for SSPP-ce FR. We further verify
the effectiveness of SGL on the AR, E-YaleB, CMU PIE,
CAS-PEAL, FRGC v2.0 and LFW benchmark face datasets.

Moreover, it is worth noting that the convolutional
neural networks (CNNs) based deep learning based
methods [28]–[31], e.g., DeepID [28] and VGG-Face [29],
have achieved great success in face identification with
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TABLE I

THE LIST OF IMPORTANT ACRONYMS IN THE PROPOSED METHOD

sufficient training samples and face verification. Although
the CNNs cannot be directly applied in SSPP-se FR/SSPP-ce
FR as it requires substantial training images to train the
mass of parameters in the deep neural networks, some
attempts have still been tried to employ the pre-trained neural
networks to address the SSPP FR problem. For example,
Parchami et al. [32] and Yang et al. [33] utilized the CNNs
to extract the deep features of input images (or image
patches), and collected external face datasets in the web to
train the networks, which could benefit the generalization
ability of the deep model. Motivated by these, in this work,
we also consider to apply the pre-trained CNNs to generate
high-semantic features for the enrolment and query samples,
and explore the feasibility of combining our SGL method
with the deep learning-based features to address the practical
SSPP FR problem.

We highlight the contributions of our work as follows:
• To the best of our knowledge, this is the first work

to study the challenging SSPP-ce FR problem, where
the biometric enrolment database is contaminated by
nuisance facial variations.

• We propose a novel SGL method to integrate variation
dictionary learning and prototype learning into a unified
framework. Moreover, SGL can be further combined
with the deep learning-based features to enhance its
performance for SSPP-ce FR.

• We present a new way to learn the variation dictionary
and use low-rank factorization to solve it efficiently.

The rest of this paper is organized as follows. Section II
reviews preliminaries and some related works. In Section III,
we introduce the proposed SGL method in detail.
In Section IV, we evaluate the performance of SGL and
provide the corresponding experimental results. Finally,
Section V gives the conclusion and future works.

II. PRELIMINARIES AND RELATED WORKS

A. Basic Notations

In this paper, matrices and vectors are represented with cap-
ital bold and lowercase bold symbols, respectively. ||.||F , ||.||1
and ||.||2 indicate the Frobenius, l1 and l2 norms, respectively,
and I represents the identity matrix. Furthermore, considering
that there are many acronyms in the proposed method, we thus
summarize some important acronyms in Table I for clarity.

Let y ∈ �d be the query sample and G = [g1, · · · , gn] ∈
�d×n be the SSPP set with n data subjects in the biometric

enrolment database. The auxiliary generic data matrix is
defined as A = [A1, · · · , Am ] = [a1, · · · , aM ] ∈ �d×M

(M = mT ), with m data subjects not of interest and each hav-
ing T images with different types of variations (including one
standard reference image), and Ai = [a(i−1)·T+1, · · · , ai·T ].
In addition, we further define Ã = [A1, · · · , AT ] as the
reordered generic data of A according to the type of variations,
where A j = [A j

1, A j
2, · · · , A j

m] ∈ �d×m denotes the collection
of the j th type of variation across all m data subjects, and
A j

i ∈ �d is a vector representing the j -th image of Ai .
In particular, A1 is used to represent the reference subset in
generic set that contain standard photos corresponding to m
data subjects.

The variation dictionary generated by SSRC is denoted
as Vs , and the variation dictionary and the enrolment pro-
totypes to be learned in the proposed SGL are denoted as V
and P, respectively.

B. Related Work

In this subsection, we review some classical and state-of-
the-art patch-based methods and generic learning methods that
address the previous SSPP-se FR problem, and further dis-
cuss their limitations when facing with the more challenging
SSPP-ce FR problem.

Patch-based methods perform recognition based on the par-
titioned patches of each enrolment image data. Chen et al. [34]
adopted linear discriminant analysis (LDA) to extract discrim-
inative features of each patch. Zhu et al. [19] extended the
collaborative representation based classification (CRC) [35]
to its patch-based counterpart, i.e., PCRC, by integrating
the CRC outputs of all partitioned patches. Lu et al. [16]
proposed a discriminative multi-manifold analysis (DMMA)
method provided that patches of each data subject lie in an
individual manifold, thus converting FR to a manifold-to-
manifold matching problem. Based on it, Yan et al. [36] pro-
posed a multi-feature multi-manifold learning (M3L) method
by combining multiple local features of partitioned patches for
recognition. Zhang et al. [37] extended DMMA and proposed
a sparse discriminative multi-manifold embedding (SDMME)
method by using sparse graph embedding to improve the
discriminative abilities of patches in the manifold. Neverthe-
less, the major concern of these patch-based methods comes
from the fact that patches extracted from the single sample
of each data subject contain limited and highly correlated
information, and discriminative learning from these parti-
tioned patches are still sensitive to image variations. Particular
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Fig. 2. (a) One sample wearing scarf in the contaminated biometric enrolment
database (left) and its partitioned patches (right). In these patches, some of
them are damaged and contain useless information for discriminative learning
and feature extraction. (b) A failed reconstruction example of P+V model
for SSPP FR. The generated intra-subject variant contains some individual
characteristics from data subject B and thus making the reconstructed sample
fail to estimate the query sample of data subject A.

in SSPP-ce FR, some patches in the contaminated samples
may even be damaged and become meaningless for feature
extraction and discriminative learning (see Fig. 2(a)).

Generic learning methods usually introduce an auxil-
iary generic set to provide new and useful information.
Wang et al. [38] estimated the within-class scatter from the
generic set by assuming that different sets of data subjects
share similar intra-subject variations. Deng et al. [22] pro-
posed an extended SRC (ESRC) framework by adding a
generic variation set into the SSPP set for sparse coding.
Moreover, Deng et al. [24] presented an SSRC-based P+V
model provided that a query face equals its prototype plus
the intra-subject variation. In their P+V model, the prototype
is directly approximated by the sample in the biometric
enrolment database since the enrolment sample is constrained
to be standard and variation-free under their assumption.
In other words, the P+V model is actually implemented as
the enrolment database plus variation (E+V) model. Formally,
in the P+V/E+V model, a query sample y is considered as
the combination of two different subsignals, i.e., enrolment
samples dictionary G plus a variation dictionary Vs in the
linear additive model:

y = Gβ + Vsϕ + e, (1)

where β indicates the sparse coefficient vector that selects a
few of data subjects from the enrolment samples dictionary G.
The variation dictionary Vs is generated by simply subtracting
the average face from generic samples of the same data
subject, i.e., Vs = [A1 − c11�T , · · · , Am − cm1�T ] ∈ �d×M ,

where ci = 1
T Ai 1T ∈ �d×1 is the class centroid of the

i th class. ϕ is another sparse coefficient vector that chooses a
few types of variations from Vs , and e is a small noise.

Then, the sparse coefficient vectors β and ϕ can be com-
puted through solving the following l1-minimization problem:[

β∗
ϕ∗

]
= arg min

β,ϕ

∥∥∥y− [G Vs ]
[
β

ϕ

] ∥∥∥2

2
+ λ

∥∥∥ [
β

ϕ

] ∥∥∥
1
, (2)

where λ is a regularization parameter. Finally, similar to SRC,
the test sample y will be classified into the data subject
(i.e, class) with the smallest reconstruction residual.

Based on the P+V/E+V model, a variety of generic learning
methods [21], [23], [25], [26] have been proposed to address
the SSPP-se FR problem. For example, Yang et al. [21]
proposed a sparse variation dictionary learning (SVDL) by
additionally using the relationship between the enrolment data-
base and generic set. Ji et al. [26] further extended SVDL by
proposing a collaborative probabilistic labels (CPL), to utilize
the contributions of different data subjects in the generic set.
However, when handling the SSPP-ce FR problem, the linear
additive P+V/E+V model in these methods will be impaired,
as the contaminated enrolment samples can no longer be
treated as appropriate prototypes. In such a case, the difference
between a query sample and the contaminated enrolment one
of the same data subject will be difficult to be measured,
and thus the query sample is likely to be directly classified
as the wrong data subject with the similar facial variation.
Moreover, taking a step back, even the desired prototypes
have been acquired, the generated variation dictionary in these
methods still has limitation, since it always contains some
unshareable individual characteristics (e.g., facial hair and
contour) that can hardly be used to reconstruct query samples
(see Fig. 2(b)). As a result, the existing generic learning
methods will suffer from significant performance degradation.
Hence, there is a need to develop a synergistic learning
framework that simultaneously learns better prototypes for
the biometric enrolment database as well as learns a more
representative variation dictionary.

It is worth mentioning that the only related work concerning
with SSPP-ce FR was in [39]. However, it needs to acquire
the unknown query set in advance to estimate appropriate
prototypes via a Gaussian mixture model (GMM), which may
not be suitable for online learning. Considering that the setting
in [39] is different from ours, we thus do not compare with it
in the following experiments.

III. THE PROPOSED METHOD

We first present the proposed SGL in two synergistic
learning phases: variation dictionary learning and prototype
learning. Then, we leverage the learned variation dictionary
and learned prototypes to perform SSPP-ce FR. In the for-
mer phase, we extract the less discriminative part (LDP) of
each generic sample, based on representation bases learn-
ing (RBL) and Fisher information-based feature regrouping
(FIFR), to learn the variation dictionary. In the latter phase,
we first detect the contaminated samples in the biometric
enrolment database. Then, we use the learned representation
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Fig. 3. The flowchart of the proposed SGL method.

bases to sparsely decompose these contaminated samples, and
reuse Fisher information to extract their more discriminative
part (MDP) for learning better prototypes. For the rest standard
enrolment samples, we directly treat them as the learned
prototypes. The flowchart of SGL is shown in Fig. 3.

A. Variation Dictionary Learning

In this phase, we learn a representative variation dictio-
nary V by extracting the intra-subject variants from the generic
set A. The learning process involves representation bases
learning and Fisher information-based feature regrouping.

1) Representation Bases Learning: In this step, we aim to
decompose each generic sample into different representation
components. Motivated by the success of dictionary learning
and sparse coding in image processing [40]–[43], we learn
the enriched bases (i.e., dictionary) D = [d1, · · · , dK ] ∈
�d×K to represent the generic set A under sparse constraints.
Specifically, we minimize the following objective function:

min
Z,D,E

�Z�1 + γ �E�2F
s.t . A = DZ+ E, d�i di = 1,∀i,

(3)

where γ > 0 is a tradeoff parameter, Z = [z1, · · · , zM ] ∈
�K×M is the sparse coefficient matrix, and E ∈ �d×M is the
residual matrix that encodes the generic sample noises.

The problem in Eq. (3) can be solved via Metaface Learning
(MFL) [40] or other convex optimization toolboxes. However,
due to the high dimensionality of each generic sample (d �
M ≥ K ), it is often time-consuming to compute the solution
for Eq. (3). To reduce the time cost, we thus develop a
factorized problem with the low-rank factorization and provide
a fast solution for Eq. (3) without performance loss, analogous
to the work in [44]. Specifically, we first factorize the generic
data A via the skinny singular value decomposition (SVD):

A = Ur�r H�r , (4)

where �r = diag(σ1, · · · , σr ) is a diagonal matrix with
r positive singular values in a descending order, Ur ∈ �d×r

and Hr ∈ �M×r are column-wise orthogonal matrices satisfy-
ing U�r Ur = H�r Hr = I.

Then, we develop a factorized problem for the lower-
dimensional generic data, i.e., �r H�r ∈ �r×M , as follows:

min
W,D̂
||W||1 + γ ||�r H�r − D̂W||2F

s.t . d̂
�
i d̂i = 1,∀i, (5)

Algorithm 1 Solving the Problem in Eq. (5)

Input: Data matrix to be processed: Â ∈ �r×M

Output: D̂ = [̂d1, d̂2, · · · , d̂K ] ∈ �r×K , W ∈ �K×M

1: Initialization: each column of D̂ is initialized as a random
unit vector under l2-norm constraint

2: while not converge do
3: Fix D̂ , update W← arg minW(||Â−D̂W||2F+ γ̂ ||W||1)
4: Fix W, update D̂. Let W = [w1; · · · ;wK ], w j ∈ �1×M

5: for i = 1 : K do
6: Fix d̂ j (∀ j �= i), and define S = Â−� j �=i d̂ j w j

7: Update d̂i ← arg mind̂i
||S− d̂i wi ||2F

8: Normalize d̂i ← d̂i/||̂di ||2
9: end for

10: end while

where W ∈ �K×M and D̂ = [̂d1, · · · , d̂K ] ∈ �r×K are
the coefficient matrix and representation bases for �r H�r ,
respectively. Subsequently, to solve the solution of the problem
in Eq. (3), we develop the following theorem:

Theorem 1: Suppose {W∗, D̂∗} is the optimal solution of the
problem in Eq. (5), then the optimal solution {Z∗, D∗, E∗} of
the primal problem in Eq. (3) can be defined as⎧⎪⎨

⎪⎩
Z∗ = W∗

D∗ = Ur D̂
∗

E∗ = A− Ur D̂∗W∗.
(6)

The detailed proof of Theorem 1 is given in Appendix.
Compared with the primal problem in Eq. (3), the problem

in Eq. (5) reduces to a two-variable optimization problem and
the data matrix to be processed is changed from A ∈ �d×M

to the lower-dimensional �r H�r ∈ �r×M (r � d). Therefore,
the problem in Eq. (5) can be solved more efficiently. For
simplicity, let Â = �r H�r and γ̂ = 1

γ , then the problem in
Eq. (5) can be rewritten as follows:

min
W,D̂
||Â− D̂W||2F + γ̂ ||W||1

s.t . d̂
�
i d̂i = 1,∀i. (7)

Eq. (7) is solved via an alternating optimization, which is
presented in Algorithm 1. In this algorithm, line 3 is opti-
mized using the basis pursuit denoising (BPDN)-homotopy
algorithm [45], and line 7 is solved by setting the derivative
of ||S− d̂i wi ||2F w.r.t. d̂i to be zero.

The convergence property of Algorithm 1 can be empiri-
cally guaranteed. To be persuasive, we study the convergence
of Algorithm 1 on the AR, E-YaleB, CMU PIE, CAS-PEAL,
FRGC v2.0 and LFW datasets, by plotting the curves where
the objective function of Eq. (7), i.e., J (D̂, W), versus the
iteration number is illustrated. It can be seen from Fig. 4 (a)-(f)
that Algorithm 1 converges very fast after a few number of
iterations over six tested datasets.

After obtaining D̂ and W, the representation bases D and the
sparse coefficient matrix Z can be obtained by leveraging the
relationships in Eq. (6). Let ai,p = dpzi,p be the representation
on the pth column of D, where zi,p is the pth element of zi .
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Then, for each generic sample {ai }Mi=1, we have ai ≈ Dzi =∑K
p=1 dpzi,p =∑K

p=1 ai,p .

2) Fisher Information-Based Feature Regrouping: In this
step, we aim to extract the LDP of each generic sample ai

from its K representation components ai,p by leveraging the
discriminative ability. Specifically, we use Fisher informa-
tion [46], [47] to quantify the discriminative ability of the
pth component ai,p . It is defined as follows:

dis(p) =
m∑

c=1

(μc
p − μp)

2/

m∑
c=1

1

T

∑
ai∈Ac

(ai,p − μc
p)2, (8)

where Ac denotes the image set of the cth data subject,
μp is the mean vector of ai,p , i.e., μp = 1

M

∑M
i=1 ai,p , and

μc
p is the mean vector of ai,p belonging to the cth data subject.

It is worth noting that, dis(p) also reflects the discriminative
ability as well as the importance of the representation basis
dp because all {ai,p}Mi=1 share a common basis dp (refer to
ai,p = dpzi,p ). Hence, the larger value dis(p) is, the better
discriminative ability dp has.

Then, we superpose the components with relatively smaller
dis(p) to generate the LDP of each generic sample. To this
end, we first reorder the K components of each ai accord-
ing to their dis(p) in an ascending order. Next, we select
the first ρK components, e.g., {ai,1, ai,2, · · · , ai,ρK }, and
regroup them into the L DP(ai ). Specifically, for each generic
sample ai , the regroup formula can be rewritten as:

L DP(ai ) = ai,1 + ai,2 + · · · + ai,ρK

= d1zi,1 + d2zi,2 + · · · + dρK zi,ρK (9)

where ρ < 1 is a scalar to determine the fraction of K
components to be selected to generate the LDP. In this feature
regrouping, we allocate equal weight to each representation
component ai, j to retain the natural weight defined by zi, j ,
which can reflect the degree of correlations between ai, j

(or d j ) and the generic sample ai . Finally, we concatenate
L DP(ai ) of all generic samples to construct the learned
variation dictionary V as follows:

V = [L DP(a1), · · · , L DP(aM )]. (10)

In Fig. 5, we illustrate the top-5 learned representation bases
w.r.t. the lowest dis(p) and the corresponding coefficients,
of a generic sample wearing sunglasses on the AR dataset.
Furthermore, in this figure, we also present the extracted
LDP and the remaining part when ρ is set to be 0.1, 0.3
and 0.5, respectively. From Fig. 5, we have the following
observations:

• First, the representation bases with lower dis(p) indeed
reflect the nuisance variation parts (e.g., expressions and
disguises) possessing lower discriminative abilities of
different data subjects.

• Second, the coefficient of each representation base can
indicate the degree of correlation between the generic
sample and the base.

• Third, by superposing several representation components
w.r.t. lower dis(p), the extracted LDP can well charac-
terize the variation of sunglasses in the generic sample,

Fig. 4. Convergence study of Algorithm 1 on the (a) AR, (b) E-YaleB,
(c) CMU PIE, (d) CAS-PEAL, (e) FRGC v2.0, and (f) LFW datasets,
respectively. The maximum iteration number is set as 50, and the objective
function gap that terminates the iteration is set as 1e-3.

Fig. 5. (a) A selected generic sample wearing sunglasses on the AR dataset.
(b) The top-5 learned representation bases w.r.t. the lowest dis(p) and the
corresponding coefficients of this generic sample. (c) The extracted LDP (left)
and the remaining part (right) of this generic sample when ρ = {0.1, 0.3, 0.5}.

while the remaining part preserves the clean portion of
the generic sample.

• Forth, different values of ρ can generate richer variations
to enrich the learned variation dictionary.

B. Prototype Learning

1) Contaminated Enrolment Sample Detection: In the bio-
metric enrolment database, not all samples but a portion of
them will be contaminated by nuisance variations. Therefore,
there is no need to perform prototype learning on all enrolment
samples. In this step, we detect the possible contaminated
samples from the biometric enrolment database in advance.
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As described in [21], a face sample could be represented
as a combination of generic samples, and it is believed that a
standard enrolment sample would be better represented by the
standard generic samples while the contaminated enrolment
ones would be better represented by the generic ones with the
similar variations. Motivated by these, we thus leverage the
representation residual to differentiate the contaminated and
standard enrolment samples. Specifically, we let Ã = [A1, Ac]
denote the reordered generic data of A according to the type of
variations, where A1 represents the reference subset containing
m standard images, and Ac = [A2, · · · , AT ] denotes the
contaminated subset with T−1 types of variations across all m
data subjects. Next, we employ Ã to collaboratively represent
each enrolment sample gi , i.e., Ãui ≈ gi , and compute the
representation coefficients by

ui = (ÃÃ
� + μI)−1Ãgi , (11)

where μI is added into ÃÃ
�

to avoid singularity, and μ is
empirically set as 0.01. Note that, the coefficient ui can
also be obtained by solving the following sparse optimization
problem: min ||gi−Ãui ||22+||ui ||1. Subsequently, we compute
the representation residuals of gi w.r.t. A1 and Ac, respectively,
as follows:

r1(gi ) = ||gi − Ãδ1(ui )||22, (12)

rc(gi ) = ||gi − Ãδc(ui )||22, (13)

where δ1(ui ) and δc(ui ) indicate the vectors whose nonzero
entries are the entries associated with A1 and Ac, respectively.
Finally, we determine the category of gi by using the smaller
residual between r1(gi ) and rc(gi ), i.e., if rc(gi ) ≤ r1(gi ),
gi is classified into the contaminated category; otherwise, gi
will be treated as the standard sample. It is worth mentioning
that, the adopted detection method is a simple collabora-
tive representation-based binary classification scheme that is
designed for the constrained and less constrained datasests
(e.g., AR), and may not handle the unconstrained datasets well.
In Fig.6, an illustration example of the binary classification
on the AR dataset is presented, where we can see that the
contaminated sample wearing sunglasses and the standard one
in the biometric enrolment database can be well differentiated.

Suppose nc samples are detected as the possible contam-
inated enrolment samples, while the rest ns (ns = n − nc)
samples are classified as the standard enrolment samples.
Formally, we define the detected contaminated enrolment
sample set and the standard enrolment sample set as Gc =
[gc

1, · · · , gc
nc
] and Gs = [gs

1, · · · , gs
ns
], respectively, where

Gc ∪Gs = G.

2) Prototype Learning: After the detection of the contami-
nated enrolment samples, we then perform prototype learning
on these samples by preserving their MDP so as to learn better
prototypes. Moreover, for the rest standard enrolment samples,
we directly leverage them as the learned prototypes.

In this step, the challenge is that we cannot directly learn
discriminative representation bases for the contaminated enrol-
ment samples, as the Fisher information is not available in
the SSPP-based biometric enrolment database. Fortunately,
the previous works [38], [48] have demonstrated that different

Fig. 6. A binary classification example for detecting the contaminated
samples in the biometric enrolment database. According to the representa-
tion residuals, sample 1 (one contaminated sample wearing sunglasses) and
sample 2 (one standard sample) can be well differentiated.

data subjects can share common representation bases and
similar intra-subject variations. Motivated by this, we then
transfer the Fisher information in the generic set to the
biometric enrolment database via the learned representation
bases D, and thus enabling FIFR to be feasible to preserve the
MDP from the contaminated enrolment samples.

Specifically, we first use the learned representation bases D
to sparsely decompose each contaminated enrolment sample gc

i
into K representation components {gc

i,p}Kp=1, with the sparse
coefficient vector αi ∈ �K×1 by solving

min
αi
||gc

i − Dαi ||22 + ||αi ||1. (14)

Then, gc
i can be approximately represented as

gc
i ≈ Dαi =

∑K

p=1
dpαi,p =

∑K

p=1
gc

i,p , (15)

where αi,p is the pth element of αi .
Subsequently, we reuse Fisher information, i.e., dis(p),

from the generic set, to perform feature regrouping based
on {gc

i,p}Kp=1 for each gc
i . As stated above, larger dis(p)

indicates a more discriminative ability of the representation
basis dp . Thus, we reorder the values of dis(p) in a descend-
ing order with the new indexes {ind(1), · · · , ind(K )}, and
rearrange the representation bases as {dind(1), · · · , dind(K )}.
Consequently, the former bases have better discriminative
abilities. Then, we superpose the first τ K components gc

i,ind(p)
(i.e., gc

i,ind(p) = dind(p)αi,ind(p)) to generate the MDP of each
gc

i as

M DP(gc
i ) = gc

i,ind(1) + gc
i,ind(2) + · · · + gc

i,ind(τ K ), (16)

where τ < 1 is a scalar that determines the fraction of
K components to be selected to generate the MDP. The
rest components are considered as the nuisance facial vari-
ations or trivial structures. In this feature regrouping, we still
allocate equal weights to these representation components,
to make the generated MDP correctly present the target data
subject but not other irrelevant data subjects.

Finally, we concatenate the extracted MDP from the
contaminated enrolment sample set, i.e., M DP(Gc) =
[M DP(gc

1), · · · , M DP(gc
nc

)], with the standard enrolment



202 IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. 15, 2020

Fig. 7. Illustration of some selected samples from six benchmark datasets. (a) AR. (b) E-YaleB. (c) CMU PIE. (d) CAS-PEAL (e) FRGC v2.0. (f) LFW-a.

sample set, i.e., Gs , to construct the learned prototypes for
the biometric enrolment database, i.e., P = [M DP(Gc), Gs].

C. Face Recognition

In the recognition stage, given a query sample y, we first
solve the following P+V based optimization problem with the
learned prototypes P and learned variation dictionary V:[

β∗
ϕ∗

]
= arg min

β,ϕ

∥∥∥y− [P V]
[
β

ϕ

] ∥∥∥2

2
+ λ

∥∥∥ [
β

ϕ

] ∥∥∥
1
, (17)

where λ is a regularization parameter, β ∈ �n and ϕ ∈ �q

denote the coefficient vectors of P and V, respectively. In this
paper, Eq. (17) is also optimized utilizing the BPDN-homotopy
algorithm [45].

Then, y can be classified as the prototype (i.e., class)
according to the smallest reconstruction residual rk(y) among
all classes, i.e., Identi ty(y) = arg mink rk(y), and rk(y) is
computed by

rk(y) =
∥∥∥y− [P V]

[
δk(β

∗)
ϕ∗

] ∥∥∥2

2
, (18)

where δk(β
∗) is a vector whose nonzero entries are the entries

in β∗ that are associated with class k.

IV. EXPERIMENTAL RESULTS

This section conducts six experiments to demonstrate the
performance of the proposed SGL method2. Specifically,
in Subsection IV-B, we evaluate the performance of the learned
variation dictionary in SGL on the AR, Extended YaleB
(E-YaleB), CMU PIE, CAS-PEAL datasets.
In Subsection IV-C, we verify the effectiveness of the proposed
detection strategy in SGL for detecting the contaminated
and standard samples in the biometric enrolment database.
In Subsection IV-D, we evaluate the performance of SGL
for SSPP-ce FR on the above four benchmark datasets.
In Subsection IV-E, we analyze the computational complexity
of SGL. In Subsection IV-F, to mimic the real-world face
retrieval scenarios, we evaluate the performance of SGL on
three enlarged biometric enrolment databases for SSPP-ce FR.
Lastly, in Subsection IV-G, motivated by the great success of
deep learning [49], [50], we further evaluate the performance
of SGL by combining it with the deep learning-based features

2The code is provided at https://github.com/PangMeng92/SGL_v1.git

on the Face Recognition Grand Challenge version 2.0
(FRGC v2.0) and the unconstrained labeled Faces in the Wild
(LFW) datasets.

All experiments are carried out on a host (CPU: Dual 4-core
Intel Xeon X5570 2.93GHz 8MB L3 Cache, Memory: 32GB).

A. Dataset Description

The AR dataset [51] contains over 4,000 face images
of 126 data subjects from two sessions (i.e., S-I and S-II), and
each session has 13 images per data subject, which involve
different facial variations of expressions, illuminations and
disguises.

The E-YaleB dataset [52] contains 2,414 images of 38 data
subjects under various lighting conditions, which are divided
into five subsets (i.e., 7, 12, 12, 14 and 19 images per data
subject). Subset 1 is under normal lighting condition (lighting
angle: 0◦-12◦), Subsets 2-3 characterize slight-to-moderate
luminance variations (13◦-25◦ and 26◦-50◦), and Subsets 4-5
characterize severe light variations (51◦-77◦ and >77◦).

The CMU PIE dataset [53] consists of 41,368 images
of 68 data subjects, and each data subject has 43 different
illuminations, 13 different poses, and 4 different expressions.

The CAS-PEAL dataset [54] contains 99,594 images
of 1,040 data subjects (595 males and 445 females) with
variations including expression, facing direction, accessory,
lighting, age, etc. It is believed to be the largest public dataset
with occluded face images available.

The FRGC v2.0 dataset [55] consists of 50,000 images
of 4,003 data subjects with two different facial expressions,
taken under different illumination conditions.

The LFW dataset [56] contains over 13,000 face images
of 5,749 data subjects collected in unconstrained environments
with large variations in expressions, poses, illuminations, etc.

Fig. 7 shows some samples of the images on the AR,
E-YaleB, CMU PIE, CAS-PEAL, FRGC v2.0 and LFW
datasets.

B. Evaluation of the Learned Variation Dictionary

In this subsection, our purpose is to validate the effec-
tiveness of the learned variation dictionary in SGL. Hence,
we choose standard unoccluded faces as the samples of the
biometric enrolment database and thus prototype learning
phase is unnecessary in this case. Accordingly, we denote SGL
without prototype learning as SGL w/o PL, and evaluate its
performance on SSPP-se FR.
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TABLE II

DATASET CONFIGURATION

On the AR dataset, we randomly select 50 data subjects
from S-I for evaluation, and select another 50 data subjects
as the generic set. The frontal face images with neutral
expression and under normal illumination are used as the
biometric enrolment samples, and the rest 12 images of each
data subject are arranged to form 5 probe sets (expression,
illumination, illumination+sunglasses, illumination+scarf and
disguise). Moreover, we also use the face images from S-II as
another 5 probe sets for evaluation. On the E-YaleB dataset,
we choose the first 20 data subjects for evaluation, and use the
rest 18 data subjects as the generic set. The first image of each
data subject in Subset 1 is selected as the biometric enrolment
sample, and Subsets 2-5 form 4 probe sets. On the CMU PIE
dataset, we use the first 40 data subjects for evaluation, and
use the rest 28 data subjects as the generic set. The neutral
face images taken in the C27 subset (frontal pose) are used
as the biometric enrolment samples, and the rest images with
the poses C27, C05, C07, C09 and C29 as the probe samples.
On the CAS-PEAL dataset, we use 150 data subjects from the
Normal and the Accessory categories, thus each data subject
has 1 neutral image, and 6 images wearing different glasses
and hats. The first 50 data subjects are selected for evaluation,
and the rest 100 data subjects are used as the generic set. The
neutral images of the evaluated data subjects are used to build
the biometric enrolment database, and the rest 6 images are
used as 2 probe sets (glasses and hats). The configurations of
the four tested datasets are listed in Table II.

We choose 5 representative methods for comparison, includ-
ing the baseline SRC [11], and 4 latest generic learning meth-
ods, i.e., ESRC [22], SSRC [24], SVDL [21] and CPL [26].
Among the 6 comparing methods, we implement CPL by
ourselves, and obtain the codes of other 5 methods from the
original authors. It is noteworthy that the variation dictionaries
in SVDL and CPL are both based on the generated one
in SSRC. As to our SGL w/o PL, the Fisher information-
based feature regrouping (FIFR) is the key step to extract the
LDP from the generic set for learning the variation dictionary.
If this step is removed, the learned variation dictionary will
degenerate to the original generic set (we denote it as Dict-Deg
for convenience). In the experiment, to explore the importance
(or not) of the introduction of Fisher information in the
variation dictionary learning, we also report the recognition
results of Dict-Deg for reference. Moreover, we further report
the performance of the incorporation of SGL w/o PL with
the one-pass dictionary learning (OPDL) framework [57],
i.e., SGL w/o PL+OPDL, to investigate the flexibility of the
learned variation dictionary.

Regarding the parameters setting, the regularization parame-
ters λ in SRC, ESRC, SSRC and Dict-Deg are searched from
{0.001, 0.005, 0.01, 0.05, 0.1} to achieve their best results over

Fig. 8. The generic samples (the first line) and the variation dictionaries
learned by SSRC (the second line) and by our SGL (the third line) on
the (a) AR, (b) E-YaleB, (c) CMU PIE, and (d) CAS-PEAL datasets,
respectively. The variation dictionaries learned by our SGL contain less
individual characteristics compared with the ones generated by SSRC.

four tested datasets. For SVDL and CPL, the parameters are
set according to the suggestions in [21] and [26], respectively.
Specifically, the parameters λ1, λ2 and λ3 of SVDL are set to
be 0.001, 0.01 and 0.0001, respectively, and the parameters
λ, δ1, δ2 of CPL are set to be 0.01, 0.3, 3, respectively. For
our SGL w/o PL, there are three major parameters, i.e., γ̂ in
Eq. (7), λ in Eq. (17) and ρ in Eq. (9). Through experiments,
we observe that γ̂ has a little effect on the performance
within the range from 0.001 to 0.1 and is fixed as 0.001. λ is
empirically set within the range from 0.001 to 0.01 to achieve
optimal stable results. We also fix it as 0.001. ρ is to calculate
the LDP of generic samples and preferably set below 0.5 to
acquire useful intra-subject variations. In this case, we set ρ as
{0.1, 0.3, 0.5} to enrich the learned variation dictionary. The
other parameters in SGL w/o PL+OPDL are set according to
the suggestions in [57].

Fig. 8 (a)-(d) show the variation dictionaries learned by our
method and by SSRC on the four tested datasets, respectively.
It can be seen that the variation dictionaries learned by
our method can decrease some sample-specific details (e.g.,
facial hair and contour) of the generic samples, and contain
less individual characteristics compared with the variation
dictionary generated by SSRC.

Table III lists the recognition results of different methods.
First, our methods perform the best among the comparing
generic learning methods. In particular, SGL w/o PL delivers
6.90%, 4.53%, 6.56% and 5.00% improvements on average
over SSRC on the AR, E-YaleB, CMU PIE and CAS-PEAL,
respectively. Besides, SGL w/o PL (with FIFR) consistently
performs much better than the Dict-Deg over the four tested
datasets, which verifies the importance of the introduction of
Fisher information in variation dictionary learning. Moreover,
we also observe that, by integrating the OPDL framework,
SGL w/o PL has an extra enhanced performance in almost
all cases we have tried. Overall, the promising performances
of SGL w/o PL and SGL w/o PL+OPDL demonstrate the
effectiveness and flexibility of the learned variation dictio-
nary in SGL. Second, SVDL and CPL perform better than
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TABLE III

RECOGNITION RATES (%) OF DIFFERENT METHODS ON THE AR, E-YALEB, CMU PIE AND CAS-PEAL BENCHMARK DATASETS FOR SSPP-SE FR

SSRC and ESRC. It is because that they additionally use
the relationships between the generic and enrolment samples.
Third, SRC performs the worst and is not competitive with
generic learning methods in almost all cases, especially under
illumination variation and disguises.

C. Detection of the Contaminated Enrolment Samples

In this subsection, we verify the effectiveness of the pro-
posed detection strategy for detecting the contaminated and
standard samples in the biometric enrolment database. This
detection process can be viewed as a binary classification, and
the contaminated and standard categories are denoted as the
“positive” and “negative” classes, respectively. We construct
four contaminated biometric enrolment databases by randomly
selecting face images of all data subjects from AR, E-YaleB,
CMU PIE and CAS-PEAL datasets, respectively, and perform
the binary classification experiments on the four datasets.

Two metrics, i.e., accuracy (ACC) and true positive rate
(TPR), will be employed to measure the binary classification
results. Please see [58], [59] for the detailed definitions of
the two metrics. Each classification experiment is repeated
10 times, and the average ACC, TPR and the correspond-
ing standard errors on the above four datasets are reported
in Table IV. We can observe that the proposed detection strat-
egy achieves high classification accuracies, which indicates
that the contaminated and standard samples in the biometric
enrolment database are well separated over the four datasets.
In addition, the TPR metric is more of our concern, as it
reflects the detection rates of the contaminated enrolment
samples. It is clear that the average TPR exceeds 90% in all
the cases, which suggests that the majority of the contaminated
enrolment samples are successfully detected using our strategy.
For ease of observation, three examples of the contaminated

Fig. 9. The examples of the misclassified contaminated enrolment samples
(left) and the standard photos for reference (right) on the AR, CMU PIE and
CAS-PEAL datasets.

TABLE IV

PERFORMANCE OF THE PROPOSED STRATEGY FOR DETECTING

THE CONTAMINATED SAMPLES IN THE BIOMETRIC

ENROLMENT DATABASE

enrolment samples misclassified into the standard category
on the AR, CMU PIE and CAS-PEAL datasets are shown
in Fig. 9. It can be observed that, the three misclassified
samples are with mild expressions and are actually close to the
standard photos, which can also serve as reasonable prototypes
and will not heavily impair the performance of SGL.

D. Evaluation of SGL on SSPP-ce FR

In this subsection, we evaluate the performance of SGL on
the AR, E-YaleB, CMU PIE and CAS-PEAL datasets, where
the biometric enrolment database is contaminated by different
nuisance facial variations.

For each tested dataset, we build 5 biometric enrolment
databases with the contamination ratios of 10%, 30%, 50%,
70% and 90%, respectively, and all contaminated samples
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Fig. 10. Some contaminated samples in the biometric enrolment database
and the corresponding learned prototypes by our SGL method on the AR,
E-YaleB, CMU PIE and CAS-PEAL datasets.

are randomly corrupted by different variations. For example,
on the AR dataset, each contaminated enrolment
sample is randomly selected from the expression, illumination,
illumination+sunglasses, illumination+scarf and disguises
subsets, while the rest samples of each data subject are used
for testing. The partitions of the evaluated and generic data
subjects on the four datasets follow the settings in Table II.
We repeat each experiment 5 times and report the average
results.

We choose 8 methods for comparison, including the base-
line SRC and CRC, 2 state-of-the-art patch-based methods,
i.e., DMMA [16] and SDMME [37], and 5 state-of-the-
art generic learning methods, i.e., ESRC, SSRC, SVDL,
robust auxiliary dictionary learning (RADL) [23] and CPL.
We implement DMMA and SDMME by ourselves, and obtain
the source code of RADL from the authors. By default,
the non-overlapping partitioned patch size for DMMA and
SDMME is set as 8×8 pixels. The values of other parameters
k1, k2, k, and σ in DMMA are empirically tuned to be 30, 2, 2,
and 100, respectively. For SDMME, the l1-ls toolbox is used
to solve its l1-minimization problem in accordance with [37],
and the balance factor λ is tuned to be 0.001. For RADL,
the parameters λ and η are set as 0.0001 and 1, respectively,
as suggested in [23]. In addition, the parameters in SRC, CRC,
ESRC, SSRC, SVDL, CPL, and ρ in Eq. (9), γ̂ in Eq. (7), λ in
Eq. (17) of SGL are kept the same as that in Subsection IV-B.
Besides, τ in Eq. (16) of SGL is empirically set within the
range of 0.8 to 0.95 to preserve the discriminative MDP of
contaminated enrolment samples.

Some contaminated samples in the biometric enrolment
database and the corresponding learned prototypes by SGL
on the AR, E-YaleB, CMU PIE and CAS-PEAL datasets are
illustrated in Fig. 10. We observe that SGL can successfully
separate the linear variations such as bad lightings and shad-
ows from the contaminated enrolment samples, while cannot
handle the nonlinear variations of expressions and poses well.
A plausible reason is that the prototype learning in SGL
is dependent on the linear-based FIFR and thus is difficult
to deal with the nonlinear variations. In general, compared
with the original contaminated enrolment samples, the learned
prototypes in SGL is closer to the neutral image of the target
data subject, which can narrow the gap between a query
sample and the same data subject in the biometric enrolment
database but with different types of variations, and enlarge

the gap between a query sample and different enrolment data
subjects but with the similar type of variation.

Fig. 11 shows the performance of all the involved methods,
and we have the following observations:

• First, as the contamination ratio increases, all the methods
will suffer from performance decline to different extents.

• Second, SGL performs better than the other compar-
ing methods. For example, on the AR dataset, as the
contamination ratio increases from 10% to 30%, 50%,
70% and 90%, SGL has a gain over SSRC, from 4.17%
to 6.20%, 9.17%, 9.93% and 10.10%, respectively. The
effectiveness of SGL can be attributed to its “learned
P + learned V” model, which makes the learned proto-
types and learned representative variation dictionary work
collaboratively, thus both of them could contribute to the
final recognition performance.

• Third, the generic learning SVDL, CPL and RADL
perform poorly in most cases, especially when the conta-
mination ratio is high. This is because that the dictionaries
in these methods are generated provided that samples in
the biometric enrolment database are standard and thus
are not suitable to handle the SSPP-ce FR problem.

• Forth, the patch-based SDMME and DMMA perform the
worst, again demonstrating that patch-based methods are
inferior to generic learning methods for SSPP-ce FR.

E. Computational Complexity Analysis

In the training stage, we mainly analyze the computational
complexity of the variation dictionary learning, because the
size of generic set is always far larger than that of enrolment
database (M � n) and the processing of the generic set can
be the major cost w.r.t. both time and memory complexities.

The variation dictionary learning phase includes two steps:
representation bases learning (RBL) and Fisher information-
based feature regrouping (FIFR). In RBL, we use the low-rank
factorization, i.e., Â ∈ �r×M , as the input for Algorithm 1
to acquire the intermediate solution D̂, then in turn compute
the bases D via the relationships in Eq. (6). Supposing t
and q denote the number of iterations for Algorithm 1
and the l1-minimization problem in line 3 of Algorithm 1,
respectively, then the time complexities for computing W and
D̂ are O(tqr2 M + tq K M) [60] and O(tr K M), respectively.
Besides, the computation of D from D̂ via Eq. (6) requires
O(dr M). In FIFR, the time complexity for constructing the
variation dictionary is O(r K M). Overall, the time complexity
of variation dictionary learning is summarized as O(tqr2 M+
tq K M + dr M) (usually tq > r ). Moreover, the memory cost
in this phase is O(d M).

Note that, in RBL, the used strategy for computing D with
the low-rank factorization is more beneficial to the time cost,
compared with the strategy directly leveraging the original
data A (we call Strategy-Ori for convenience) to compute D.
To verify this point, we take CMU PIE dataset for testing, and
record the average running time of Strategy-Ori and ours as
110.2404s and 26.3671s, respectively, which clearly verifies
that our strategy is more time-saving than the original feature
based Strategy-Ori.
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Fig. 11. Performance of different methods for SSPP-ce FR on the AR, E-YaleB, CMU PIE and CAS-PEAL datasets, where the contaminated samples occupy
10%, 30%, 50%, 70% and 90% of the total samples in the biometric enrolment database, respectively.

Furthermore, the recognition time in testing stage is more
of our concern to measure the reality of SGL, since the
training stage is always an offline process in real-world face
retrieval scenarios. In the testing stage, SGL leverages the
“learned P + learned V” model based sparse optimization for
recognition and costs only 0.0719s on average, which is time-
efficient and far less than the acceptable 0.5s. In a summary,
the computational time of SGL will not limit its applications
from the practical viewpoint.

F. Evaluation on Enlarged Biometric Enrolment Database

In practice, among the thousands of data subjects in the
biometric enrolment database, the target data subjects of
interests (e.g., criminals) usually occupy only a small portion,
while most of them are irrelevant. In this subsection, we aim
to mimic such face retrieval scenarios and to further explore
whether the performance of SGL will be severely impaired
when facing with the enlarged biometric enrolment database.
To this end, we leverage the contaminated biometric enrolment
database with 50% contamination on the AR dataset (50 data
subjects of interests) for evaluation, then expand it to three
larger biometric enrolment databases with 1000, 1500, and
2000 data subjects, respectively, by collecting standard or near
standard samples from other three benchmark face datasets,
i.e., CAS-PEAL, FRGC v2.0 and FERET [61], with the similar
shooting environment. The rest samples of each data subject
on the AR dataset are used for recognition. We repeat each
experiment 5 times by randomly constructing the contaminated
biometric enrolment database, and the average accuracies of
SGL when the enlarged database sizes equal 1000, 1500, and
2000, respectively, are shown in Table V. It can be observed
that, the performances of SGL with the enlarged biometric
enrolment databases in the three cases drop slightly compared

TABLE V

PERFORMANCE OF SGL ON THE AR DATASET WITH 50%
CONTAMINATION, WHEN THE SIZE OF BIOMETRIC

ENROLMENT DATABASE IS ENLARGED TO 1000,
1500, AND 2000, RESPECTIVELY

with the result of 81.97% (see Fig. 11) directly using the
original contaminated enrolment database, which indicates that
SGL is robust against the irrelevant data subjects on the
enlarged biometric enrolment database.

G. Evaluation on Deep Learning-Based Features

In this subsection, we evaluate the performance of our SGL
with two latest deep learning-based features, i.e., Openface
feature [62] and LightenedCNN feature (using Model A) [63].
In the first part, we perform SSPP-ce FR experiments on the
FRGC v2.0 and LFW datasets, and compare SGL with 6 repre-
sentative methods, i.e., SRC, CRC, ESRC, SSRC, SVDL and
CPL, using raw pixels, Openface feature, and LightenedCNN
feature, respectively. On the FRGC v2.0 dataset, a subset
of 5000 images of 250 data subjects are used. The first
200 data subjects are selected for evaluation while the rest
50 data subjects for generic learning. On the LFW dataset,
we use a subset of 158 data subjects with no less than
10 image per data subject from LFW-a to form the evaluation
and generic sets. The first 80 data subjects are selected for
evaluation and the rest 78 data subjects for generic learning.
For each data subject, we randomly select one image as the
enrolment sample, and another one from the rest images for
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TABLE VI

ACCURACIES (%) AND STANDARD ERRORS (%) OF DIFFERENT METHODS
ON THE FRGC V2.0 DATASET, WITH RAW PIXELS,

DEEP LEARNING-BASED OPENFACE FEATURE

(DIMENSION= 128) AND LIGHTENEDCNN
FEATURE (DIMENSION= 256)

TABLE VII

ACCURACIES (%) AND STANDARD ERRORS (%) OF DIFFERENT METHODS

ON THE LFW DATASET, WITH RAW PIXELS, DEEP LEARNING-
BASED OPENFACE FEATURE (DIMENSION= 128) AND

LIGHTENEDCNN FEATURE (DIMENSION= 256)

TABLE VIII

ACCURACIES (%) OF SGL + LIGHTENEDCNN AND THE COMPARING

DEEP LEARNING-BASED METHODS ON THE LFW DATASET

testing. Note that, on the LFW dataset, the face images are all
collected in a totally unconstrained environment, which means
that the LFW dataset does not contain a neutral prototype
(i.e., a standard sample) for each data subject. So, the proposed
detection strategy will not be adopted for this unconstrained
dataset. We repeat each experiment 5 times, and report the
average recognition accuracies (± standard errors) of different
methods on the FRGC v2.0 and LFW datasets in Table VI and
Table VII, respectively.

In the second part, we further compare SGL using Light-
enedCNN feature, i.e., SGL+LightenedCNN, with three deep
learning based methods, i.e., DeepID [28], VGG-Face [29],
and the state-of-the-art Joint and Collaborative Representation
with local Adaptive Convolution Feature (JCR-ACF) [33],
on the LFW dataset. The experimental configuration follows
the protocol in JCR-ACF, and the results of DeepID and JCR-
ACF are reported in accordance with [33]. For VGG-Face,
the outputs from the 34th layer are used as the input features
for the nearest neighbor classifier with cosine distance. The
results of SGL+LightenedCNN and the other deep learning
based methods are listed in Table VIII.

From Table VI-VII, we can observe that our SGL still
outperforms the other 6 comparing methods with all the three
types of features. For example, on the FRGC v2.0 dataset, SGL
improves 5.6%, 3.1%, and 2.5% w.r.t. the average accuracies

compared with the second best method using the raw pixel,
Openface feature, and LightenedCNN feature, respectively.
In addition, it is clear that the Openface and LightenedCNN
features indeed greatly enhance the performance of SGL com-
pared with raw pixels, which again demonstrates the discrimi-
nating power of the deep learning-based features. Furthermore,
from Table VIII, our SGL+LightenedCNN has shown to
achieve the highest accuracy among the comparing deep learn-
ing based methods, and even delivers 7.11% improvement over
the state-of-the-art JCR-ACF method. In general, the inspiring
results in Table VI-VIII provide a feasible direction to address
the practical SSPP-ce FR problem by combining our SGL with
the deep learning-based features.

V. CONCLUSION AND FUTURE WORKS

This paper has proposed a novel synergistic generic learning
(SGL) method, which is the first attempt to study the new
and challenging SSPP-ce FR problem. SGL has presented a
synergistic prototype learning plus variation dictionary learn-
ing framework to better use the P+V model, compared with
the state-of-the-art generic learning methods that only focus
on generating variation dictionary. Experiments on various
benchmark face datasets have demonstrated the effectiveness
of the proposed SGL method.

Even though SGL achieves promising performance for
SSPP-ce FR, there still exist three challenges we have not
addressed. First, SGL learns better prototypes for the con-
taminated samples in the biometric enrolment database by
separating the nuisance variations and preserving the more
discriminative subject-specific portions. Since this learning
process is based on the linear-based feature regrouping, some
nonlinear facial variations (e.g., expressions and poses) may
not be successfully removed under the circumstances. Second,
still for prototype learning, when some crucial regions (e.g.,
eyes) in the enrolment sample are corrupted, it will be quite
difficult to recover the original ones precisely, as these regions
of this data subject are probably not included in the auxiliary
generic set for learning the corresponding representation bases.
Third, for variation dictionary learning, it is observed that,
although the learned variation dictionary in SGL can decrease
some individual characteristics, it seems not such smooth and
contains noises in some cases, which may be unfavorable for
the reconstruction of query samples. We will leave the study
of the three mentioned issues as the future research work.

APPENDIX

THE PROOF OF THEOREM 1

Proof: First, according to the relations in Eq. (6), the fea-
sibility of {Z∗, D∗, E∗} can be easily verified by

D∗Z∗ + E∗ = D∗W∗ + (A− D∗W∗) = A.

Besides, we can also verify that

(d∗i )�d∗i = (Ur d̂
∗
i )
�Ur d̂

∗
i = (̂d

∗
i )
�U�r Ur d̂

∗
i = (̂d

∗
i )
�̂d∗i = 1.

Next, to prove that {Z∗, D∗, E∗} is optimal to the problem in
Eq. (3), we need to show that any feasible solutions {Z, D, E}
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satisfy the inequality:

�Z�1 + γ �E�2F ≥ �Z∗�1 + γ �E∗�2F .

Supposing D can be factorized as D = Ur�, we have the
following inequalities:

�Z�1 + γ �E�2F = �Z�1 + γ ��r H�r −�Z�2F
≥ �Z�1 + γ ��r H�r − D̂

∗
Z�2F

≥ �W∗�1 + γ ��r H�r − D̂
∗
W∗�2F

= �Z∗�1 + γ �E∗�2F .

The second and the third inequalities hold because D̂
∗

and
W∗ are the optimal solutions of the problem in Eq. (5). The
last equality holds because �Z∗�1 = �W∗�1 and �E∗�2F =
�Ur (�r H�r − D̂

∗
W∗)�2F = ��r H�r − D̂

∗
W∗�2F . �
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