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Abstract—It is known that copy number variations (CNVs) are associated with complex diseases and particular tumor types, thus

reliable identification of CNVs is of great potential value. Recent advances in next generation sequencing (NGS) data analysis have

helped manifest the richness of CNV information. However, the performances of these methods are not consistent. Reliably finding

CNVs in NGS data in an efficient way remains a challenging topic, worthy of further investigation. Accordingly, we tackle the problem by

formulating CNVs identification into a quadratic optimization problem involving two constraints. By imposing the constraints of sparsity

and smoothness, the reconstructed read depth signal from NGS is anticipated to fit the CNVs patterns more accurately. An efficient

numerical solution tailored from alternating direction minimization (ADM) framework is elaborated. We demonstrate the advantages of

the proposed method, namely ADM-CNV, by comparing it with six popular CNV detection methods using synthetic, simulated, and

empirical sequencing data. It is shown that the proposed approach can successfully reconstruct CNV patterns from raw data, and

achieve superior or comparable performance in detection of the CNVs compared to the existing counterparts.

Index Terms—Copy number variants, read depth, sparsity, total variation

Ç

1 INTRODUCTION

COPY number variants (CNVs), a common type of struc-
tural variation, involve a duplication or deletion of a

DNA segment larger than one kbp. Rapid development of
new techniques for uncovering the intricacies within the
human genome has revealed CNVs to be potential candi-
dates for explaining various phenotype differences and
genetic diseases [1]. Recent studies have revealed a strong
correlation between CNVs and classic Mendelian diseases,
plus other, less well characterized conditions, including
autism, schizophrenia, osteoporosis, and certain tumor
types [2], [3], [4]. Various laboratory techniques have been
developed to measure the DNA copy number. Traditional
major approaches include array-based comparative geno-
mic hybridization (arrayCGH) and single-nucleotide poly-
morphism (SNP) array methods [5]. The next-generation
sequencing are adopted as a popular strategy for genotyp-
ing and has included comprehensive characterization of
CNVs by generating hundreds of millions of short reads in
a single run [6]. The NGS could achieve higher coverage

and resolution, thus allowing for more accurate estimation
of copy numbers and detection of breakpoints with high
throughput, than arrayCGH does. This has dramatically
increased our capability of detecting CNVs. However, due
to the complexity of the genome and the short read lengths
associated with NGS technology, there are still many chal-
lenges associated with the analysis of NGS data for CNVs.

There aremultiple approaches to having the copy number
profiles from sequenced data. One of the major and popular
approaches is based on counting of depth of coverage (DOC,
also known as read-depth (RD) methods) [7], [8]. The DOC
methods count the number of reads that fall in each pre-
specified window of a certain size [7], [9], [10] provided that
the sequencing process follows a Poisson distribution with
its mean value being proportional to the number of copies.
The CNV calling is then obtained by detecting deviations
between the number of readsmapped to a chromosomewin-
dow with its expectation. However, the empirical sequenc-
ing process itself will inevitably introduce certain biases,
such as non-uniform GC-content and low map-ability ratios.
Therefore, the observed copy numbers of the genome appear
to have spurious signals due to over- or under-sampling.
While a number of successful approaches have been pre-
sented for copy number calling, there is still a paucity of
methodology for analyzing it through systematical frame-
work to achieve high accuracy and nice robustness.

In this paper, we tackle the problem by formulating the
RD signal reconstruction problem into a quadraticminimiza-
tion problem involving two constraints. Our proposed alter-
nating direction minimization-total variational (ADM-CNV)
method offers twomain contributions as opposed to the pre-
vious methods: 1) The RD signal reconstruction is character-
ized by a well-designed model to reveal intrinsic structure,
and thus facilitating the subsequent statistical testing for
CNV detection; 2) An efficient numerical method using a

� Y. Zhang is with the Electrical and Information College, Jinan University,
Zhuhai, China, and the Department of Computer Science, Hong Kong
Baptist University, Hong Kong SAR, China.
E-mail: yuezhang@comp.hkbu.edu.hk.

� Y.M. Cheung is with the Department of Computer Science, Hong Kong
Baptist University, Hong Kong SAR, and the BNU-HKBU United
International College, Zhuhai, China. E-mail: ymc@comp.hkbu.edu.hk.

� B. Xu is with the School of Computer Science and Technology, South
China University of Technology, Guangzhou, China.
E-mail: 446712385@qq.com.

� W. Su is with the BNU-HKBU United International College, and Zhuhai
Key Laboratory of Agricultural Product Quality and Food Safety, Zhuhai,
China. E-mail: wfsu@uic.edu.hk.

Manuscript received 2 Oct. 2015; revised 15 Apr. 2016; accepted 26 Apr.
2016. Date of publication 3 May 2016; date of current version 4 Aug. 2017.
For information on obtaining reprints of this article, please send e-mail to:
reprints@ieee.org, and reference the Digital Object Identifier below.
Digital Object Identifier no. 10.1109/TCBB.2016.2561933

856 IEEE/ACM TRANSACTIONS ON COMPUTATIONAL BIOLOGY AND BIOINFORMATICS, VOL. 14, NO. 4, JULY/AUGUST 2017

1545-5963� 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



classical alternating directionminimization framework is tai-
lored to solve the ADM-CNV model. The key characteristic
of the ADM method that makes it different from standard
methods in solving total variation (TV) related minimization
problems [8] is that it does not require matrix inversion, thus
greatly saving computational cost. This is particularly useful
in NGS sequencing data analysis, in which hundreds of
thousands of signals need to be recovered.

The remainder of the paper is as follows: Section 2 over-
views the existing models for analyzing copy number var-
iants. In particular, the methods based on read-depth
counting for CNV analysis are briefly reviewed. In Section 3,
we reformulate the detection of copy number variants into
signal reconstruction problem, which is constrained by mul-
tiple conditions to satisfy the characteristics of copy number
distribution. An exact numerical solution is also presented
and its theoretical convergence is analyzed in this section.
Section 4 demonstrates the performance of the proposed
model through extensive experiments on both synthetic and
empirical sequencing data. Finally, concluding remarks are
given in Section 5.

2 PRELIMINARIES

The current methodology for reconstructing CNV infor-
mation from observed data can be broadly divided into
four categories: (i) depth of coverage (DOC, also known as
read-depth (RD) methods) [7], [8], (ii) paired-end mapping
(PEM, also known as read-pair methods) [11], (iii) split-read
(SR) [12], [13], and (iv) assembly-based (AS) methods [14].
All of these methodologies, except for the last one, require
initially mapping the sequenced reads to a known reference
genome. Read depth analysis is particularly effective for
exome sequence data, as it does not rely on sequencing into
or near CNV breakpoints.

Most of the existing tools for CNV calling based on read
depth can be broadly divided into two categories: parametric
versus non-parametric schemes. The performance of param-
etric approaches heavily depends on the underlying statisti-
cal distributions. For example, Magi [15] used the stochastic
process of a shifting level model to simulate multi-sequential
samples. ExomeCNV [16] andCNV-seq [10], assume aGauss-
ian distribution of the read ratios. Also, they assume that the
proportion of reads matching to a specific sample usually fol-
lows a binomial distributionwhose success rate is determined
by the genome-wide read count ratio between the test sample
and the reference set, as well as the potential presence of
CNVs.However, it has been shown that the binomial assump-
tion is actually violated in practice due to technical variability,
induced noise in library preparation, and capturing or
sequencing error. ExomeDepth [17] uses a beta-binomial
model to approximate the distribution of the read count ratio,
and then employs statistical inference to detect the CNVs.
CLImAT [18] takes tumor impurity and ploidy into consider-
ation for identifying genomic aberrations. DeAnnCNV [19] is
an online integrated tool to precisely detect and systematically
annotates copy number variations from whole-exome
sequencing (WES) data. Hidden Markov models (HMMs)
and many variations thereof [20] have dominated the
parametric approach. The unique characteristics of HMMs lie
in its flexibility for handling several common complications,

including variable single nucleotide polymorphism (SNP) fre-
quencies, variable distances between adjacent SNPs, linkage
disequilibriums, and relationships between study subjects.

Nonparametric methods attempt to reconstruct the CNV
copy number from the observed read depth signal in con-
cert with the application of subsequent statistical inference
on the estimated signal to detect the CNVs. For simplicity,
let us consider a plateau/basin in the reconstructed signal
to be a duplication/deletion event. Therefore, the CN is
assumed to be piece-wise constant function with two funda-
mental characteristics: sparsity because of few CNVs, and
smoothness because of contingency positions possessing
similar CNs. In such a configuration, the CNV detection is
considered to be a piece-wise linear signal recovering prob-
lem. The signal is normalized around zero, thus possessing
sparsity. Mathematically, let the parameter vector rr ¼
ðr1; r2; . . . ; rnÞ quantify DNA levels at n successive SNPs.
These levels are normalized such that ri ¼ 0 corresponds to
the standard copy number 2, where SNP i is represented
once each on the maternal and paternal chromosomes. After
such configuration, the problem is reformulated as a signal
reconstruction problem. A classical approach to addressing
it is by the fussed lasso scheme [21] with its refinements [22].
It was also tailored to use in CNV detection on array
CGH [23]. Most recently, the conditions that the fussed lasso
could consistently recover the piecewise constant pattern
have been investigated [24]. Numerical scheme for solving
the fussed lasso typed problem includes approximation
method of path coordinate descendent optimization [25],
and linearization method within ADM framework [26], [27].

3 THE PROPOSED METHOD

3.1 Problem Modeling

The proposed method for analyzing raw NGS data consists
of four steps. In the first step, the short reads are aligned to
a reference genome using standard tools such as MAQ [28]
and Bowtie [29]. In the second step, the aligned reads are
used to estimate the read depth signal rr to measure its den-
sity of the aligned reads. Next, our proposed method is
used to reconstruct the copy number from the raw ratio
reads. Finally, statistical testing is borrowed from other
methods to detect the suspicious CNVs.

Recent progress on detection of CNVs from read depth
signal ratios has modeled this problem into a least-square
minimization optimization, satisfying certain constraints.
For example, CNV-TV [27] attempts to minimize the dis-
tance between the raw signal and the reconstructed one,
coupled with constraints from a total variational (TV)
term to penalize the similarities between successive reads.
However, such a constraint is not sufficient for CN recon-
struction because the CNV is very sparse.

We tackle the problem by modeling the CNV reconstruc-
tion into a least-square minimization problem, penalized by
two constraints:

min
xi

fðxiÞ ¼ 1

2

Xn
i¼1

ðxi � riÞ2 þ �1

Xn
i¼1

kxi � xi�1k1

þ �2

Xn
i¼1

kxik1;
(1)
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where ri is the observed reads depths at the ith position,
and xi is the reconstructed copy number. The second term
of Eq. (1) attempts to penalize the similarities between adja-
cent sites, whereas the third term aims to achieve a sparse
signal representation.

We would like to emphasize here that the sparsity and
smoothness may not be applicable to arm-level CNVs,
which has a high frequency of occupying one chromo-
some arm exactly. However, the sensitivity of detecting
focal amplifications and deletions will be greatly increased
after filtering out the arm-level CNVs by using either
amplitude or length thresholds [30]. An effective scheme
is to firstly separate the two types of CNVs by using
length threshold and then discriminate both of them
individually.

As the second term in above equation is actually a TV
term, we rewrite it as:

min
xx

fðxxÞ ¼ kxx� rrk22 þ �1kDDxxk1 þ �2kxxk1; (2)

where DD is the first order difference matrix, xx ¼
ðx1; x2; . . . ; xnÞ and rr ¼ ðr1; r2; . . . ; rnÞ.

Minimization problems involving a TV term are com-
mon in disparate areas, including signal processing and
image recovering [31]. Due to the non-differentiability of
the TV term, Zhang et al. [32], [33] proposed to use an l2
norm to approximate the TV norm, and then to use a
majority minimization framework to solve the problem.
Such an approach will typically lead to explicit solutions,
and is thus very efficient at a sacrifice of accuracy. To
obtain a sparse solution attributing to the TV norm, a nor-
mal practice is to use the Lasso numerical method to
solve the problem [27], [34]. However, a common draw-
back of them is their highly demanding computational
cost due to the necessity of calculating a matrix inversion
or introducing too much slack variables.

Recent researches [31], [34] have successfully demon-
strated the efficiency of ADM in solving image restoration
problems involving TV norms. The numerical solution show
surprisingly fast speed and high accuracy. The image restora-
tion ADMs are variants of the classical Augmented Lagrang-
ian method for optimization problems with separable
structures and linear constraints, and they have been inten-
sively studied in the optimization community. Inspired by
this idea, we reformulated the problem in Eq. (2) into an opti-
mization problem with favorably separable structures, thus
allowing it to be efficiently solved using ADMs. The separable
structure decomposition is particularly useful in sequencing
data analysis due both to its large/huge dimensionality, and
to the large amount of data involved; plus it dramatically
reduces computational cost by overcoming the matrix inver-
sion burden, required by Lasso and majority minimization
schemes [31], [34].

3.2 Fast Numerical Solution

Mathematically, let vv ¼ �1DDxx; zz ¼ �2xx, BB ¼ �1DD
�2II

� �
, and

yy ¼ vv

zz

� �
with II being the identity matrix. The minimiza-

tion problem (2) could be equivalently rewritten as,

argminkyk1
subject to:

xx 2 Rn

vv ¼ �1DxDx

zz ¼ �2xx

kxx� rrk22 � a:

The augmented Lagrangian of the minimization problem is
given by:

Lðxx; yy; ��Þ ¼ xSðxxÞ þ kyyk1þ < ��;BBxx� yy > þ 1

2
gkBBxx� yyk22;

(3)

where the parameters �� and g are Lagrangian multiples. The
function xSðxxÞ is the usual indication function on the set

S ¼ fxx 2 Rn; kxx� rrk22 � ag for a predefined parameter a.
Let f1ðxxÞ ¼ xSðxxÞ, f2ðyyÞ ¼ kyyk1, the minimization prob-

lem falls into the standard framework of Alternating Direc-
tion Method (ADM) with the following notations:.

Lðxx; yy; ��Þ ¼ f1ðxxÞ þ f2ðyyÞþ < ��;BBxx� yy > þ 1

2
gkBBxx� yyk22:

(4)

This new formulation allows it to be decoupled into two
separate sub-problems with variables xx and yy, respectively,
and, therefore, to be solved in an iterative manner.

Step 1: Find

xxkþ1 2 argmin < ��;BBxx� yyk > þ 1

2
gkBBxx� yykk22;

subject to:

kxx� xx0k22 � a:

(5)

With an algebra transformation, minimization of Eq. (5) is
equivalent to the following constrained least square problem:

xxkþ1 2 argmin
1

2
kBBxxþ ��

g
� yykk22;

subject to:

kxx� xx0k22 � a:

Let x̂x ¼ xx� xx0, then the above minimization can be
rewritten as:

x̂xkþ1 2 argmin
1

2
kBBx̂xþBBxx0 þ ��

g
� yykk22 þ dkx̂xk2;

where d 2 ½0;þ1Þ is a Lagrange multiplier. This is equiva-

lent to solving the least square problem of minxxkB̂Bx̂x� ĉck2,
where B̂B ¼ BB

dIIn

� �
, ĉc ¼ cc

0

� �
, and cc ¼ �ðBBxx0 þ ��

g
� yykÞ.

The analytical solution is explicitly given by:

x̂x� ¼ ðB̂BT B̂BÞ�1B̂BT ĉ

¼ ðBBTBBþ d2IIÞ�1BBTc

¼ ð�2
1DD

TDDþ �2
2II þ d2IIÞ�1BBTc:
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One may note that the matrix DD is circulant and thus could

be diagonalized by Fourier transform as DD ¼ FFTKFKF , where
FF is 2-D discrete Fourier transform (DFT) and KK is a diago-
nal matrix containing the DFT coefficients of the difference
operatorDD positive definite and thus its inverse can be com-
puted efficiently by singular value decompositions. It fol-
lows that

x̂x� ¼ FFT ð�2
1KK

TKK þ �2
2II þ d2IIÞ�1FFBBTc: (6)

Step 2: Find

yykþ1 ¼ argminf2ðyyÞ� < ��k; yy > þ 1

2
gkBBxxkþ1 � yyk22: (7)

Its solution is given by Moreau proximity operator,
which is simply a soft threshold as follows:

yykþ1 ¼ argminf2ðyyÞ� < ��k; yy > þ 1

2
gkBBxxkþ1 � yyk22

¼ argminf2ðyyÞ þ g

2
kyy� ðBBxxkþ1 þ ��k

g
Þk2

¼ shrinkage1=g ½ðBBxxkþ1 þ ��k

g
Þ�:

Therefore, the analytical solution yy� is given by,

yy� ¼ yy0 �minð1
g
; jyy0jÞ

yy0
jyy0j

; (8)

where yy0 ¼ ðBBxxkþ1 þ ��k

g
Þ:

We then update ��k by

��kþ1 ¼ ��k þ ½yykþ1 � �1DDxxkþ1

�2xx

� �
�: (9)

The above steps are updated iteratively until convergence to
achieve the final optimal solution of xx.

The prominent characteristic of the aforementioned
numerical solution is its separable structure that allows for
finding a solution quickly. After simple algebra operations,
explicit analytical solution for the two sub-problems,
Eqs. (5) and (7) are obtained. In both sub-problems, their
solutions involve low-cost calculations and thus could be
solved efficiently.

3.3 Convergence and Complexity Analysis

The convergence of ADM-CNV is addressed by the follow-
ing corollary of a theorem by Eckstein-Bertsekas [35], which
is provided in Appendix.

Corollary 1. The aforementioned algorithm for the problem of (4)
converges to a minimizer.

Proof. The proposed ADM-CNV is an instance in Theorem
1, where f1ðxxÞ ¼ xSðxxÞ and f2ðyyÞ ¼ kyyk1 are closed,

proper and convex. The matrix BB ¼ �1DD
�2II

� �
has full col-

umn rank. According to Theorem 1, ADM-CNV is con-
vergent to a minimizer of the objective function.

The optimal solution is obtained through alternative
updating the sequence of fxxk; yyk; ��kg, whose solution is

given in Eqs. (6) and (8), respectively. In Eq. (6), the

inverse of diagonal matrix ð�2
1KK

TKK þ �2
2II þ IIÞ costs

OðnÞ. The products by FF; FFT with the inverse diagonal

matrix need OðnlognÞ. Similarly, the product of B̂BT ĉ
costs OðnlognÞ too. Thus, the total computation cost in
Eq. (6) is OðnlognÞ.

In Eq. (8), the soft thresholding operatorminð1
g
; jyy0jÞ yy0

jyy0j
costs OðnÞ. In total, the computational cost of ADM-CNV
scales as Oðn lognÞ. tu

3.4 Hyper-Parameters Pruning

Another challenging problem remains with model (2) is that
of tuning the hyper-parameters of �1; �2. The parameters of
�1; �2 have a profound influence on the reconstructed CNV
signal. Since �1 controls the signal difference penalty, a
larger value will lead to a smoother signal. In comparison,
the value of �2 controls the sparsity of the CNV, a larger
value will lead to a curve with most of its elements being
zero. Although the two parameters could be set by a rule of
thumb, an automatic strategy for choosing the parameters is
desirable. Parameter pruning can be viewed as a model
selection problem. There are a few commonly used model
selection schemes, including the least angle regression [36]
and Schwarz information criterion (SIC) [37]. Unfortunately,
such model selection schemes do not return encouraging
results in our framework, possibly due to the bias intro-
duced by sequencing or our minimization process.

The parameter �2 controls the sparsity of the recon-
structed ratios and thus serves as a thresholding operator. It
should be large enough to smear out the noise, but not so
large that over-smoothing the signal occurs [38]. A classical
approach is to use the well-known hard threshold scheme
in wavelet shrinkage [39],

�2 ¼ s
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lnðNÞ;

p
where N is the sample size and s is the standard vari-

ance of the noises that are assumed to follow Nð0; s2Þ.
Since CNVs are sparse in the data, we can estimate s

from the data using the median-absolute-deviation esti-
mator, ŝ ¼ 1:48fmedianfrr�medianðrrÞgg.

As the relative weight �1
�2

balances the two terms in
�1kDxxk1 þ �2kxxk1 and controls the recovered read ratios,
we empirically set �1 ¼ 20�2.

To further investigate the influence of the ratio of the two
penalty parameters over the model performance, we con-
ducted extensive experiments by changing the ratio from 15
to 50. Our experiments manifested that, when the ratio of
the two parameters is less than 20, it has minor influences
on the model performance. However, if the ratio is larger
than 20, the smoothing term will impose heavy constraints
such that the resulted CN loses variation. Consequently,
small CNVs will be smeared out and resulted in a low preci-
sion value.

4 EXPERIMENTAL RESULTS

We conducted the experiments to demonstrate the perfor-
mance of the proposed model. The testing datasets were
categorized into three types: synthetic, simulated and
empirical data. Due to the proximity of the proposed
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method to CNV-TV [37], we firstly designed an experiment
with synthetic data to illustrate the superiority of our pro-
posed model over CNV-TV. In the second experiment,
human genome data were employed to serve as fundamen-
tal testing data. CNVs with different length and copy num-
bers were introduced artificially into the human genome
data to simulate real sequencing process. The proposed
ADM-CNV method and six representative CNV detection
methods were compared to evaluate their performances.
Finally, experiment on an empirical data of chromosome
21 of NA19240 (Yoruba female) was comparatively studied.
To save space, the details of experimental set-up are pro-
vided in Section 1 of the Supplementary File, which can be
found on the Computer Society Digital Library at http://
doi.10.1109/TCBB.2016.2561933.

4.1 Synthetic Studies by Comparing with CNV-TV

Random read depth data was created to simulate the reads
from Illumina platform. At most positions in the data, the
ratio was normalized to have zero mean value. At certain
sites, read ratios following Poisson distributions with vari-
ous mean values were added to simulate the CNVs. To test
the robustness of the methods, the Gaussian noises with
zero mean value and three different variances are further
added to the data. The synthetic data are shown in the first
column of Fig. 1. From the top to the bottom, the degraded
noise level tends to larger. The results after using ADM-
CNV and CNV-TV are shown in the second column of
Fig. 1. The results by CNV-TV are denoted in red. The
detected CN curve after ADM-CNV, highlighted in solid
black, accurately characterizes the distribution of the read
depth, denoted in blue. One may observe that the detected
CNV in red line performed less satisfactorily than the pro-
posed method did, especially when the noises level is high,
in which only the most prominent CNV was detected as
shown in Fig. 1a.

4.2 Comparative Studies on Simulated Data

To demonstrate the performance of the proposed ADM-
CNV quantitatively, we simulated the empirical sequencing
process to produce artificial data by introducing various
CNVs manually. The simulation steps are briefly summa-
rized as follows:

Step 1: Extract a real sequence with length 2 Mbp from chro-
mosome 21 as the control genome. It was concatenated
with its duplication, yielding the reference genome of
length 4 Mbp;

Step 2: Introduce CNV with copy number c and single copy
length d artificially to generate the test genome. In our
experiments, d was set to be 6 kbp and c being tested at
different values of 3 and 6;

Step 3: Sample the test genome to simulate the single-end
short reads. The location of each read is uniformly dis-
tributed at the given genome (genomic coordinate from
1 to 4e6), and each read has length 35 bps to agree with
the Illumina platform. The sample coverage is set at 1.

In total, we generate 1�4e6
35 � 114286 short reads. The ref-

erence genome is also sampled and handled to obtain
the read depth ratio.

Step 4: Align the short reads to the first half of the reference
genome with Bowtie2 [29] (the second half is only the
duplication of the first half). Since a read may align to
multiple locations, only the uniquely mapped reads are
used for testing to minimize the bias brought by
misalignment;

Step 5: Use a non-overlapping window of size 800 bps to
calculate the read depth ratio. Then, we call ADM-CNV
and other popular CNV detection methods to evaluate
their performance. The result by each method is com-
pared with the ground truth.

We compare the proposed ADM-CNV with five other
popular CNV detection methods, including CNV-seq [10],
FREEC [40], readDepth [41], CNVnator [9] and CNV-
TV [27]. In the model of CNV-TV, the detection of CNV is
modeled as a change-point detection scheme from the
read depth signal, penalized with a total variational term.
FREEC adopted a similar idea, yet estimation is obtained
by using a non-overlapping sliding windows (raw CNP).
CNV-seq and readDepth are based on statistical testing
model. The former conducts the statistical confidence
assessment of observed copy number ratios modeled as
Gaussian ratio distribution. The latter one models the
distribution of reads, which are uniquely mapping to the
genome by negative-binomial distribution. CNVnator is
based on mean-shift tracking to broaden the range of
discovered CNVs.

For each pair of the two parameters (copy length d and
copy number c), the experiment was repeated for 30 times.
The results of CNV detection by each method are shown in
Fig. 2. The horizontal axis denotes the experiment index,
ranging from 1 to 30, while the vertical axis is the genomic
coordinate. The blue line represents the detected CNV
regions while the red dots denote the ground truth. The per-
formance of each method was quantified by the accuracy of
the detected CN matching with the ground truth. The better
thematching is, the better performance of the CNV detection
method is. Among the six methods, readDepth achieved
superior performance by matching perfectly to the ground
truth. CNVnator was less satisfactory in that it failed to
detect true CNV twice and produced a large false positive in
the last experiment. FREEC and CNV-TV resulted in inaccu-
rate CNVs during the 30 experiments. In comparison, the
proposed ADM-CNV and CNV-seq achieved very nice per-
formance by almost perfectly matching to the ground truth.
The ADM-CNV achieved slightly over-performance than
CNV-seq by having smaller false positives. Such visual
observations were further validated by quantitatively com-
parisons. The true positive ratio (truly detected CNVs
located within the ground truth) over false positive ratio
(falsely detected CNVs within the ground truth) for the 30
experiments was calculated and shown in Table 1. The per-
formance of the ADM-CNV was suboptimal to the read-
Depth, but was comparable or better than the others. It
performed robustly and steadily across the 30 repetitions.

4.3 Comparative Studies on Real Sequencing Data

We tested ADM-CNV on an empirical NGS data by compari-
son with the aforementioned five methods, CNV-TV [27],
FREEC [40], CNV-seq [10], CNVnator [9], readDepth [41] and
a recently proposed method of CLImAT [18], to demonstrate
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Fig. 1. Experiment on simulated read ratios following a Poisson distribution with various mean values, followed by Gaussian noise degraded by vari-
ous variances. The reads with Gaussian noise with (a) small value of variance (0.01); (b) intermediate value of variance (0.1); and high variance (1)
are shown in the first column. In comparison, the corresponding detected CNV curve are shown in the second column with the raw reads overlapped.
The results by the proposed ADM-CNV are highlighted in black, while the one after CNV-TV is represented in red color. The proposed ADM-CNV can
accurately detect all of the CNVs in different scenarios.
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its performance on empirical NGS data. The tested mapped
reads data (BAM files) was downloaded from the 1;000
Genomes Project at (http://ftp.1000genomes.ebi.ac.uk/). The
raw data was firstly aligned to a reference genome by align-
ment tools of Bowtie2 [29]. The reference samples were
obtained by randomly sampled at the reference genome to
obtain a .hit file. The location of each read is uniformly distrib-
uted at the given genome (genomic coordinate from 1 to the
length of the chromosome 21), and each read has a length of
35 bps to agree with the Illumina platform. The sample cover-
age is set to be same as that of the bam file. Then the copy
number signal was calculated by dividing the read count of
each window’s test sample by reference sample. Finally, the
potential CNVs were detected from the read depth signal by
the testedmethods.

The DGV database of genomic variants was downloaded
from http:// projects.tcag.ca /variation/ to mark all of
the discovered CNVs reported in the literature, and these
known CNVs were chosen to serve as ground truth. Here,
we used the beta version of DGV, from which CNVs can be
retrieved with respect to the sample, the platform, and the
study [42]. The option of filter query was external sample id =
NA19240, chromosome = 21, assembly ¼ NCBI36=hg18, vari-
ant type = CNV. To calculate the CNV detection power at a
tolerable genome wide false discovery rate, the genome was

artificially divided into sliding windows at 800bp with over-
laps at 200bp.

The proposed ADM-CNV was applied on the data and
the reconstructed CN (highlighted blue color) as well as the
detected CNV (highlighted in red) were shown in Fig. 3. For
better visualization, a short segment interval of 45:7M-
46:1M (highlighted in green) was zoomed-in and displayed
in Fig. 4. The two horizontal lines represents the global
thresholds for the CNV, and the detected CNVs are
highlighted in red. The aforementioned six methods were
also tested to compare with ADM-CNV. The results were
analyzed by Venn diagram and summarized in Table 2.
This table quantifies the number of overlapping regions
between those detected by the seven methods. All of the
detected CNVs were validated in DGV. For clarity, only
those blocks with numbers greater than 1;000 were used in
the comparison. The integer 1 denotes there exists of a logi-
cal overlap between the ones by the tested methods and the
reported ones in DGV, while 0 implies of zero overlapping.
One may observe that ADM-CNV can detect as many CNV
as 24;544 blocks, which were all identified in DGV. This
number is dramatically larger than the ones detected by
other methods except CLImAT. For example, CNV-TV can
only detect 9;272 blocks, and CNVnator detected 14;435
blocks. The performance of CLImAT was superior by

Fig. 2. A sample CNV detection result with d ¼ 6e3, cp ¼ 6 by repeating the detection scheme 30 times. The horizontal and vertical axis represent the
experiment index and the genomic coordinate, respectively. The fraction between the true positive ratio and false positive ratio is formatted as (TPR/
FPR) and is shown in Table 1. The detected CNVs are highlighted in blue lines, while the ground truth, given by the starting and ending position with
known CNVs at the reference genome is in red dots.

TABLE 1
Number of True Positive/False Positive Detections for the 30 Trails in Simulation Experiment

Method CNV-seq FREEc readDepth CNVnator CNV-TV ADM-CNV

TPR/FPR 1/2.7e-4 0.994/6.3e-4 1/0 0.93/5e-3 0.997/6e-4 1/2.5e-4

862 IEEE/ACM TRANSACTIONS ON COMPUTATIONAL BIOLOGY AND BIOINFORMATICS, VOL. 14, NO. 4, JULY/AUGUST 2017



detecting as many as 7,85,590 blocks. Such nice performance
was attributed to its integrative analysis, including careful
handling of data preprocessing. However, it also resulted in
a high computational costs, as shown in Table S1. The last
column in Table 2 summarized the overlapping block num-
ber detected by all the seven methods. It provided a consis-
tency measurements of the results. CLImAT preformed
superior by detecting as many blocks as 7,85,590. The pro-
posed ADM-CNV ranked the second by detecting 24,544
blocks. One may also observed from the fifth column that

both CLImAT and ADM-CNV found 24,508 common
blocks, which was more than 90 percent of the total number
of 24,544 by the ADM-CNV. It implies that the proposed
method could detect highly consistent variations. Another
interesting observation from the last column is that only
5,678 blocks were uniformly detected by all the seven meth-
ods. Such inconsistences show that it prone to have a large
number of false positives in CNV detection.

F-score quantitative measurements were also calculated
for each method. The F-score measures the overlap ratio

Fig. 3. Chromosome 21 from NA19240. The blue curve is the read depth signal. The CNV regions are shown in red dots, and the green lines indicate
the bounds of the zoom region. A zoom between the region within the two vertical green lines is displayed in Fig. 4.

Fig. 4. The zoomed CNVs detected by ADM-CNV. The gray lines are the raw depth of the coverage data while the blue solid line is the reconstructed
CN. The two horizontal green lines represent the global cutoff values for the copy number variation. Therefore, the ratio beyond the cutoff values is
recognized as the CNV and is highlighted in red.
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between two intervals and thus takes values between 0
and 1. A low score means the overlap quality is poor, while
a higher score implies a better overlap. The formula for cal-

culating the F-score is F ¼ 2PR
PþR, where P is the precision

(percent of detected CNVs that overlap with the ground
truth CNVs from DGV), and R is the recall (percent of the
ground truth CNVs which overlap with the detected
CNVs). For visual comparison, the best and the second best
value are highlighted in red and blue, respectively. Table 3
lists the top 10 F-score CNVs detected by each method. In
most cases, the proposed method achieved superior or sub-
superior performance in terms of F-scores. The method of
CNVnator achieved the top ranking. The performance of
the proposed method outperformed CLImAT except at the
first column. Another prominent characteristic of the pro-
posed ADM-CNV is its stability. Among the top 10 CNVs
detected, the proposed method achieved the next best F-
score for every CNV, and the smallest standard deviation.

To have a comprehensive understanding on the F-scores
after each methods, the average F-scores distribution was
further calculated. It reflects the averaged performance of
the CNV detection methods. The CNVs detected by the
aforementioned methods were categorized into 10 classes

ð0� 0:1; 0:1� 0:2; . . . ; 0:9� 1Þ by its F-score. The results,
shown in Table 4, demonstrated that the performance of
ADM-CNV ranked the third, suboptimal to CNVnator and
CLImAT at the category of 0:9–1:0. It achieved superior per-
formance than CNVnator at the category of 0:0–0:1. In the
other categories, the ADM-CNV always outperformed the
CNV-TV and had comparable performance in comparison
with the others.

We have illustrated that CNVnator achieved the best per-
formance in Table 3. However, it obtained the second lowest
(highlighted in red and blue) performance among all the
methods when viewing its average distribution at class
0:0� 0:1 in Table 4. The main reason is that CNVnator could
detected almost all deletions, but it generated large false
positives for duplications. Such inaccuracy resulted in a low
precision value. For the class 0:9� 1:0, one will find out that
the method of CLImAT, the proposed method and CNVna-
tor were the top three model. In summary, CLImAT ranked
the top one by achieving even distribution of F-score. The
proposed method performed suboptimal while CNV-TV
performed less satisfactory among all the tested methods.

Finally, the proposed ADM-CNV requires three user-
defined parameters, including cut-off value for breakpoint

TABLE 2
A Summary of a Venn-Style Analysis Five-Way Tabulated Venn Diagram Obtained from Sample of NA19240

ADM-CNV 1 0 0 1 0 1 1 1 1 1 0 1
CNV-TV 0 1 0 0 0 0 1 1 0 1 1 1
FREEC 0 0 0 0 0 0 1 0 0 1 1 1
CNV-seq 0 0 0 0 0 0 0 1 1 1 1 1
CNVnator 0 0 1 0 0 0 1 1 1 1 1 1
readDepth 0 0 0 0 0 1 0 0 0 0 1 1
CLImAT 0 0 0 0 1 1 0 0 0 0 1 1

Number of Blocks 24544 9272 14435 24508 785590 11520 4865 8884 14135 8821 11800 5678

The integer 1 represents common CNV blocks that can be detected by the corresponding method, while 0means it is not detected. The proposed ADM-CNV could
detect as many as 24; 564 blocks, all being marked in DGV. It ranked the second position among the seven methods.

TABLE 3
F-Scores of Top 10 CNVs Detected by Each Method

CNVs 1 2 3 4 5 6 7 8 9 10 Avg:� std:

CNV-TV 0.88 0.83 0.74 0.70 0.68 0.68 0.64 0.58 0.56 0.55 0:684� 0:011
FREEC 0.81 0.77 0.72 0.71 0.70 0.59 0.59 0.54 0.51 0.44 0:6380� 0:121
CNV-seq 0.88 0.83 0.74 0.69 0.68 0.68 0.64 0.58 0.56 0.55 0:683� 0:110
ADM-CNV 0.90 0.88 0.88 0.85 0.78 0.78 0.77 0.77 0.75 0.73 0:81� 0:03
readDepth 0.8845 0.8708 0.7956 0.7169 0.7109 0.6587 0.6564 0.6023 0.4618 0.4304 0:679� 0:153
CNVnator 0.9893 0.9723 0.9539 0.9323 0.8982 0.8919 0.8138 0.7589 0.7392 0.6040 0:8554� 0:0138
CLImAT 0.9158 0.8792 0.7514 0.7398 0.7120 0.6687 0.6451 0.51633 0.5018 0.4707 0:6397� 0:03074

For visual comparison, the best and the second best value were highlighted in red and blue, respectively.

TABLE 4
Average Distribution (in Percentage) of F-Scores of Detected CNVs

F-score 0.0–0.1 0.1–0.2 0.2–0.3 0.3–0.4 0.4–0.5 0.5–0.6 0.6–0.7 0.7–0.8 0.8–0.9 0.9–1.0

CNV-TV 0.7837 0.0898 0.0408 0.0204 0.0163 0.0204 0.0163 0.0041 0.0082 0.0
FREEC 0.5 0.14 0.05 0.05 0.05 0.1 0.0 0.1 0.024 0.0
CNV-seq 0.54 0.21 0.08 0.05 0.03 0.017 0.017 0.03 0.02 0.0
ADM-CNV 0.6571 0.0737 0.0641 0.0417 0.0481 0.0417 0.0288 0.0321 0.0096 0.0032
readDepth 0.6389 0.1389 0.0278 0.0417 0.0417 0.0 0.0417 0.0471 0.0278 0.0
CNVnator 0.7143 0.0476 0 0.0159 0.0476 0.0159 0.0159 0.00317 0.00467 0.0635
CLImAT 0.4483 0.0345 0.0690 0.0345 0.1034 0.0690 0.0690 0.1034 0.0345 0.0345
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detection, the window size in which the read counts are cal-
culated, and the overlap length of each sliding window.
Through our experiments, these three parameters were opti-
mized by a rule of thumb to minimize the false positive rate
in detecting CNVs. A typical example is shown in Fig. 5.
The false positive rates to detect copy number alterations
was considered as a function of the cut-off value, and was
plotted in Fig. 5. It can be observed that, when the cut-off
value is 0.2, the genome-wide false positive rate is the small-
est. Thus, the calling criteria was set at 0.2.

5 CONCLUDING REMARKS

We have proposed a model for identifying CNVs from raw
NGS profiles by formulating the problem into a changing
point detection optimization. The new formulation pos-
sesses a unique and fundamental characteristic distinct
from its peers, in which the two constraints sparsity and
smoothness of the reconstructed copy number are consid-
ered. An exact numerical solution for the convex formula-
tion has been provided by using the classical ADM
framework to guarantee a global optimal solution. Another
superior characteristic of the numerical method lies in its
efficiency in avoiding the matrix inversion operation, which
is commonly used in signal recovering problems.

We have demonstrated the capability of the proposed
method to separate CNVs from other variations in wide data
types, including synthetic, simulated and empirical sequenc-
ing data. The RD ratios obtained by ourmethod demonstrate
sparsity and smoothness, thus accurately identifying CNVs.

APPENDIX:
ADM AND ITS CONVERGENCE

The ADM is designed to solve a generally well-structured
optimization problem

minf1ðxxÞ þ f2ðBBxxÞ; (10)

where f1 : R
d ! R and f2 : R

p ! R are convex functions.

BB 2 Rp	d is a transformation matrix with full column rank.

Given a Lagrangian multiplier ��, the augmented
Lagrangian function for the above function is

Lðxx; yy; ��Þ ¼ f1ðxxÞ þ f2ðyyÞ þ g

2
kBBxx� yyk22: (11)

The above minimization problem could be addressed
solved by alternating solving the following sub-problems
sequentially:

xxkþ1 2 argminLðxx; yyk; ��kÞ
yykþ1 2 argminLðxxkþ1; yy; ��kÞ
��kþ1 ¼ ��k � bðBBxxkþ1 � yykþ1Þ:

8><
>: (12)

Theorem 1 (Eckstein-Bertsekas [35]. Consider problem (10),

f1 : R
d ! R and f2 : R

p ! R are closed, proper, convex func-
tions. For arbitrary b > 0 and yy0; �0 2 Rp, if there exist two

convergent sequences of fhk 
 0; k ¼ 0; 1; . . .g and frk 
 0;

k ¼ 0; 1; . . .g, such that there are three sequences fxxk 2 Rd; k ¼
0; 1; . . .g; fyyk 2 Rp; k ¼ 0; 1; . . .g; f��k 2 Rp; k ¼ 0; 1; . . .g that
satisfy

kxxkþ1 � argminxx f1ðxxÞ þ m

2
kBBxx� yykþ1 � ��kjj22k � hk

kyykþ1 � argminyy f2ðyyÞ þ m

2
kBBxxkþ1 þ yy� ��kjj22k � rk

��kþ1 ¼ ��k � bðBBxxkþ1 � yykþ1Þ:

Then, if Eq. (10) has a solution xx�, it follows that xxk ! xx�.
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