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Self-Organizing Map-Based Weight Design for
Decomposition-Based Many-Objective

Evolutionary Algorithm
Fangqing Gu and Yiu-Ming Cheung

Abstract—Many-objective optimization problems (MaOPs),
in which the number of objectives is greater than three,
are undoubtedly more challenging compared with the
bi- and tri-objective optimization problems. Currently, the
decomposition-based evolutionary algorithms have shown
promising performance in dealing with MaOPs. Nevertheless,
these algorithms need to design the weight vectors, which has
significant effects on the performance of the algorithms. In par-
ticular, when the Pareto front of problems is incomplete, these
algorithms cannot obtain a set of uniformly distribution solutions
by using the conventional weight design methods. In the litera-
ture, it is well-known that the self-organizing map (SOM) can
preserve the topological properties of the input data by using the
neighborhood function, and its display is more uniform than the
probability density of the input data. This phenomenon is advan-
tageous to generate a set of uniformly distributed weight vectors
based on the distribution of the individuals. Therefore, we will
propose a novel weight design method based on SOM, which can
be integrated with most of the decomposition-based algorithms
for solving MaOPs. In this paper, we choose the existing state-
of-the-art decomposition-based algorithms as examples for such
integration. This integrated algorithms are then compared with
some state-of-the-art algorithms on eleven redundancy problems
and eight nonredundancy problems, respectively. The experimen-
tal results show the effectiveness of the proposed approach.

Index Terms—Evolutionary algorithm, many-objective opti-
mization, self-organizing map (SOM), weight design.

I. INTRODUCTION

W ITHOUT loss of generality, a multiobjective
optimization problem (MOP) can be formulated

as follows:

min
x∈D

F(x) = (f1(x), f2(x), . . . , fM(x))T (1)
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where D ⊂ R
n is the domain, x ∈ D is the decision vari-

able, n is the dimension of the decision variable, and M ≥ 2
is the number of objectives. For many-objective optimization
problems (MaOPs), M is generally greater than three.

MaOPs are quite common in a variety of real applica-
tions [1]–[3]. In the literature, a number of multiobjective
evolutionary algorithms (MOEAs), e.g., Pareto-based meth-
ods NSGA-II [4], SPEA2 [5], indicator-based approaches
HypE [6], SMS-EMOA [7], and decomposition-based
approaches like MOEA/D [8] and M2M [9]–[11], are appli-
cable to solve MaOPs. Specifically, most of the solutions of
MaOPs [12] in the population are nondominated to the Pareto-
based methods. As a result, the Pareto-based methods may fail
to converge to the Pareto front (PF) because the algorithms
lose the selection pressure toward the PF. In view of this,
some modified Pareto dominance algorithms [13]–[17] have
been presented to increase the selection pressure toward the
PF by decreasing the number of the nondominated solutions
(NSs) in the population. Such algorithms can solve the MaOPs
to a certain extent. By contrast, it has been shown that the
indicator-based approaches achieved competitive performance
in terms of the average hypervolume for solving MaOPs [6].
However, the indicator-based algorithms suffer from the high
computational cost. Actually, the complexity of the indicator-
based algorithms grows exponentially with the number of
objectives [18], which seriously limits its applications from a
practical perspective. Recently, the decomposition-based algo-
rithms, in which each subproblem is associated with a search
direction (i.e., weight vector) or target (i.e., reference point),
have already shown its success in solving MOPs. Actually,
such an algorithm also provides a promising way for solv-
ing MaOPs [19] as it can provide sufficient selection pressure
toward the PF. Hereinafter, we will concentrate on study-
ing the MaOPs within the framework of decomposition-based
approaches.

As one of the most well-known decomposition-based
algorithms, MOEA/D [12], [20] aggregates the objectives
into a single objective by utilizing a weight vector and
achieves good performance on most of MaOPs. Furthermore,
Deb and Jain [21], [22] presented a decomposition-based
algorithm, namely NSGA-III, which utilizes a set of uni-
formly distributed reference points to guide the search
process. Empirical studies have shown that it outper-
forms MOEA/D when tackling unconstrained and constrained
MaOPs. Among such algorithms, all need to design the weight
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vectors/reference points. In fact, MOEA/D [8], M2M [9], and
MOEA/DD [23] all employ a set of predefined uniformly dis-
tributed weight vectors, while NSGA-III [21], [22] utilizes a
set of predefined uniformly distributed reference points, anal-
ogous to MOEA/D. The experimental results in [24] and [25]
have demonstrated that the performance of decomposition-
based many-objective algorithms strongly depends on PF
shapes. When the shape of the PF is close to the hyper-plane∑M

i=1 fi = 1 and complete, i.e., the projection of the PF on
normal hyper-plane

∑M
i=1 fi = 1 fills the whole region of the

first octant of the hyper-plane
∑M

i=1 fi = 1, these algorithms
with uniform weight vectors can obtain a set of uniformly dis-
tributed Pareto optimal solutions. However, this condition may
not be satisfied in MaOPs, as well as MOPs. When the PF
is incomplete, there are more than one scalar problem with
different weight vectors leading to the same Pareto optimal
solution as stated in Section III-A, which seriously deteriorates
the algorithms’ performance. Thus, how to design the weight
vectors in a decomposition-based evolutionary algorithm is a
key issue for solving an MaOP with incomplete PF.

A weight design method based on the normal-boundary
insertion method [26] has been widely used to generate a
restricted number of weight vectors. The number of weight
vectors is CM−1

H+M−1, where H is the number of divisions along
each objective [27]. The number of its weight vectors dramat-
ically increases over the number of objectives. Undoubtedly,
how to deal with the dilemma between limited computa-
tional resources and the dramatically increasing number of
weight vectors is a challenging problem. To remedy this, some
adaptive weight design approaches have been proposed [28].
Moreover, in [29] and [30], an approximate PF is periodically
estimated based on the distribution of current NSs. Then, the
new weight vectors are uniformly created on the approximate
PF. In [28] and [31], the weights are periodically adjusted
so that the solutions of the subproblems are far away each
other. In addition, another weight adjustment method has been
proposed by sampling the regression curve of objective vectors
of the solutions [32]. To sum up, these weight design meth-
ods are essentially proposed for MOPs only. To the best of
our knowledge, few studies have been conducted on weight
design for MaOPs.

Self-organizing map (SOM) [33], [34] and its vari-
ants [35], [36], which use a neighborhood function to preserve
the topological properties of the data, are one of the most
popular neural networks and have been widely used in many
applications [37], e.g., data clustering [38], [39], data visu-
alization [40], image segmentation [41], and so forth. Thus,
some studies have been conducted for solving MOPs involving
SOM. For example, Zhang et al. [42], [43] proposed self-
organizing MOEA based on decomposition, in which the SOM
approach is employed to discover the population distribution
structure in decision space to guide the search. Also, a strat-
egy based on SOM has been developed for the visualization
of the Pareto optimal solutions in [44]. However, there are
few works about employing the SOM to discover the dis-
tribution of the solution in the objective space for weight
design of decomposition-based MOEAs. As shown in [45],
the point density of the SOM model is usually proportional

to the probability density function of the input data, but not
linearly. It is flatter actually. This means that the display of
SOM is more uniform than it would be if it represented the
exact probability density of the input data. This phenomenon
is advantageous to generate a set of uniformly distributed
weight vectors based on the distribution of the individuals.
Accordingly, this paper will develop a novel weight design
method based on SOM for decomposition-based MOEAs.
We periodically train an SOM network with N neurons by
using the objective vectors of the recent individuals, where
N is the population size. The weights of the neurons are
employed as the weight vectors. The dimension of the weight
of neurons is equal to the dimension of the objective vec-
tors. Evidently, this weight design method can be applied to
the optimization problems involving an arbitrary number of
objectives. Thus, this weight design method can be applied
into most of the decomposition-based MOEAs, e.g., MOEA/D,
M2M, MOEA/DD, NSGA-III, and so forth. In this paper,
we integrate the proposed weight design method into M2M
and MOEA/D, named as MOEA/D-SOM and M2M-SOM,
respectively. We compare them with the original M2M [9] and
MOEA/D [8], and two latest algorithms, i.e., NSGA-III [21]
and MOEA/DD [23], on benchmark DTLZ5 [46] and TOY
problems [47] with redundancy objectives, and eight test
problems proposed in [48] with nonredundancy objectives,
respectively. Experiments have shown the promising results
of the proposed algorithm.

The remainder of this paper is organized as follows. We
give an overview of the Tchebycheff decomposition approach
and the SOM in Section II. Section III presents the SOM-
based weight design method and integrates it into M2M and
MOEA/D, respectively, for solving MaOPs. Section IV pro-
vides the experimental results, as well as some discussions, to
compare the proposed MOEA/D-SOM and M2M-SOM with
the original MOEA/D and M2M, and two latest existing coun-
terparts, i.e., NSGA-III and MOEA/DD, on 11 redundancy
problems and 8 nonredundancy problems, respectively. Finally,
we draw the conclusion in Section V.

II. OVERVIEW OF TCHEBYCHEFF DECOMPOSITION

APPROACH AND SELF-ORGANIZING MAP

A. Tchebycheff Decomposition Approach

Many aggregation objectives methods have been developed
to decompose a multiobjective problem into a number of
scalar optimization problems [49]. Among these decompo-
sition approaches, the Tchebycheff approach is probably the
most important one. Under the Tchebycheff approach, problem
in (1) can be solved by a set of scalar problems with different
weight vectors

min
x∈D

g
(
x|w, z∗

) = min
x∈D

max
1≤i≤M

{
fi(x)− z∗i

wi

}
1 (2)

where w = (w1, w2, . . . , wM)T ∈ R
+
M is a weight vector and

z∗ = (z∗1, z∗2, . . . , z∗M)T is the ideal point, i.e., z∗i = min
x∈D

fi(x)

1Generally, it is formulated as min
x∈D

max
1≤i≤M

{
wi(fi(x)− z∗i )

}
. That is, we

express the weight vector as the reciprocal of the convention weight vector
in this paper.
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Fig. 1. Illustration of a 2-D SOM.

for i = 1, 2, . . . , M. It has been proved in [50] that, for each
Pareto optimal solution x∗ of (1), there exists at least one
weight vector w such that x∗ is the optimal solution of (2)
and each optimal solution of (2) is a weak Pareto optimal
solution of (1).

In general, as claimed in [28] and [29], if the straight line
(f ′1/w1) = (f ′2/w2) = · · · = (f ′M/wM), taking f ′1, f ′2, . . . , f ′M as
variables, intersects with the PF, the intersection point is the
optimal solution of the scalar problem with the weight vector
w = (w1, w2, . . . , wM)T , where f

′
i = fi − z∗i is the normal-

ized function for i = 1, . . . , M. In [29], we first presented
the weight vectors as the coordinate of the points in R+M , i.e.,
w = (f ′1, f ′2, . . . , f ′M)T ∈ R+M , and then systematized them using
the method in [28] for Tchebycheff approach. By this manner,
if the straight line goes through the point (f ′1, f ′2, . . . , f ′M)T and
ideal point z∗ intersects with the PF, the intersection point is
the optimal solution of the scalar problem with w.

B. Self-Organizing Map

SOM uses a neighborhood function to preserve the topolog-
ical properties of the data. In the following, we will provide
a brief description of SOM. Suppose a network contains N
neurons and each neuron j is associated with a weight vj. Let
V = {v1, v2, . . . , vN} be a set of the weight of the neurons, and
F
′ = {F′1, F′2, . . . , F′N′ } be the input data set, where N′ > N is

size of the input data. It is noteworthy that the dimension of
the neurons’ weight is equal to the dimension of the problem.

Fig. 1 shows an illustration of a 2-D SOM which consists
of nine neurons. At each iteration t, the SOM training consists
of two stages, i.e., the competitive stage and the cooperative
stage, as follows.

1) Competitive Stage: For each F′i ∈ F
′, we determine the

winner neuron which is the neuron with the smallest Euclidean
distance to F′i, that is

c = arg min
j

∥
∥F′i − vj(t)

∥
∥ (3)

where c is the index of the “winner” of F′i. As shown in Fig. 1,
v5 with black is the closest to the input data F′i. This means
that v5 is the winner of F′i.

2) Cooperative Stage: In the training procedure, not only
is the weight of the winning neuron updated, but also those

of its neighboring neurons are. Then, the learning rule can be
expressed as

vj(t + 1) = vj(t)+ αthcj(t)
[
F′i − vj(t)

]
(4)

where t denotes the current learning iteration and 0 < αt < 1
is the “learning rate.” hcj(t) is the neighborhood kernel cen-
tered on the winner. In this paper, we use the “Gaussian”
neighborhood kernel, that is

hcj(t) =
{

exp
(
−d2

cj/2σ 2
t

)
if j ∈ Uc

0 otherwise
(5)

where Uc is the neighbors of the winner c, and the rectangular
topology is used in this paper. Therefore, neurons v2, v4, v6,
and v8 with gray are the neighbors of v5 as shown in Fig. 1. dcj

is the distance between unit c and j, and σt denotes the width
of the neighborhood radius. Both αt and σt are some mono-
tonically decreasing functions of time. As shown in Fig. 1,
the winner and its neighbors move toward the input data, and
the points with hashed outline are the updated winner and its
neighbors.

III. PROPOSED SOM-BASED WEIGHT DESIGN

A. Principles of Weight Design

1) PF Representation: The weight vectors have to present
the shape and distribution of the PF of the problems. Currently,
the decomposition-based MOEAs usually utilize a set of
predefined weight vectors {w1, w2, . . . , wN}, which are gen-
erated by a systematic approach developed in [26], and uni-
formly distributed on the hyper-plane

∑M
i=1 fi = 1. According

to the analysis of decomposition approach, the uniform weight
vectors can lead to a set of uniformly distributed Pareto opti-
mal solutions over the PF when the PF of the problems satisfies
the following two conditions.

1) The shape of the PF is close to the hyper-plane∑M
i=1 fi = 1 as claimed in [28] and [29].

2) The PF is complete, i.e., the projection of the PF on the
hyper-plane

∑M
i=1 fi = 1 fills the whole region of the

first octant of the hyper-plane
∑M

i=1 fi = 1.
However, the above conditions may not be satisfied in many

MOPs, i.e., the PF of an MOP may be incomplete. In other
words, there may exist some straight lines that do not intersect
with the PF. This means that many scalar problems with differ-
ent weight vectors may have the same Pareto optimal solution.
For such problems, the algorithm with the predefined uniform
weight vectors would not obtain a set of uniformly distributed
Pareto optimal solutions. As shown in Fig. 2(a), it plots the
weight vectors which are uniformly distributed on the plane
f1 + f2 + f3 = 1 and the projection of the PF of an MOP as
introduced in [51] and [52], whose objectives are the distances
to three points. That is

⎧
⎨

⎩

f1(x) = ‖x− p1‖2
f2(x) = ‖x− p2‖2
f3(x) = ‖x− p3‖2

(6)

where p1 = (0, 1)T , p2 = (−1/2,
√

3/2)T , and p3 =
(−1/2,−√3/2)T . It is clear that there are many lines joining
the origin and the weight vectors (shown with open circles)
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(b)(a)

Fig. 2. Uniform weight vectors and the weight vectors obtained by SOM algorithm. (a) Plot of a set of uniformly distributed weight vectors and the projection
of the PF of MOP (6) on plane f1 + f2 + f3 = 1. (b) Plot of the neurons’ weights of the SOM on the Pareto optimal solutions of MOP (6).

do not intersect with the PF. The optimal solution of the
scalar optimization problems with the weight vector, which
does not intersect with the PF, locates the boundary of the PF.
Therefore, it cannot obtain a set of uniformly distributed Pareto
optimal solutions. In particular, this problem will become more
prominent if there are some objectives that are correlated
or redundant for an MaOP. Undoubtedly, an efficient weight
design method will become more meaningful for MaOPs.
Thus, far, several adaptive weight design methods have been
presented for bi- and tri-objective optimization problems to
generate a set of representative weight vectors [28], [29], but
few works on weight design have been done for MaOPs.

2) Uniformity: A set of uniformly distributed weight vec-
tors generally lead to a set of uniform solutions by using
the decomposition-based MOEAs. Thus, the weight vectors
should be as uniform as possible. To this end, there are sev-
eral machine learning methods, such as k-means and SOM,
can be used to discover the distribution of the input data with
an arbitrary dimension. Nevertheless, the k-means algorithm
tends to approximate the density of the input data, while the
display of SOM is more uniform than the probability density
of the input data [45]. Hence, SOM is a promising tool for
designing the weight vectors. Accordingly, we will present a
novel weight design method based on SOM for decomposition-
based many-objective evolutionary algorithms in the following
section.

B. Proposed Weight Design Method Based on SOM

To avoid overfitting the input data, the size of the input
data N′ must be greater than N. Thus, an extra matrix F =
[F1, F2, . . . , FN′ ] is introduced to save the objective vectors of
some individuals for training the SOM network. Also, the nor-
malized objective vectors F′ = [F′1, F′2, . . . , F′N′ ] are treated as
the SOM’s input data, where F′i = Fi−z∗ for i = 1, 2, . . . , N′.
Then, we can obtain N weight {v1, v2, . . . , vN} of the neurons
by training the SOM network.

For clarity, Fig. 2(b) plots the weights of the neurons
obtained by SOM algorithm for MOP (6), in which we

uniformly sample 1000 points on the PF of problem (6) and
then use them to train the SOM network. From this figure, we
can see that the weights of the neurons can well preserve the
distribution and shape of the PF. Furthermore, we can find that
the region covered by the neurons’ weights is slightly smaller
than the PF. If we directly utilize the neurons’ weights as the
weight vectors in (2), it is unfavorable for obtaining the Pareto
solution on the boundary of PF. Therefore, we set the weight
vector as

wi = vi − v∗ (7)

for i = 1, 2, . . . , N, where v∗ = (v∗1, v∗2, . . . , v∗M)T with v∗j =
min

1≤i≤N
vij and vij is the jth element of vi for j = 1, 2, . . . , M.

It is worth noting that such weight design method can be
applied for the problems with an arbitrary number of objectives
and without any adjustable parameters. Moreover, it is easy to
be integrated into most of the decomposition-based MOEAs.
In the following, we will integrate it into M2M and MOEA/D,
respectively, as two examples for implementation.

C. M2M With SOM-Based Weight Vectors

We have proposed a decomposition-based multiobjective
evolutionary (M2M) [9], which decomposes problem (1)
into a set of simple multiobjective optimization subprob-
lems and then solves them simultaneously. It achieves a good
performance for solving MOPs. In this paper, we will pro-
pose an improved M2M with SOM-based weight design, i.e.,
M2M-SOM, for solving MaOPs.

Suppose the objective space is divided into K subre-
gions, and K direction vectors {u1, u2, . . . , uK} are randomly
and distinctly selected from {w1, w2, . . . , wN}. uk is served
as the center of the kth subregion, where k = 1, . . . , K.
Then, R

+
M is divided into K disjoint subregions, denoted as

�1,�2, . . . , �k, . . . , �K , with

�k =
{
y ∈ R+M|〈y, uk〉 ≥ 〈y, uj〉 for any j = 1, . . . , K

}
(8)

where 〈y, uk〉 = (yTuk/‖y‖‖uk‖) is the cosine of the acute
angle between y and uk. Based on this division, problem (1)
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Algorithm 1: Procedure of the Proposed M2M-SOM
input :
• A stopping criterion;
• N: the size of the population;
• K: the number of the subpopulations.

output: The nondominated solutions in Pt.
1 Step 1 Initialization
2 P0 ← Randomly initialize 5N initial individuals;
3 F← P0.F; /*P0.F: objective vectors of P0*/
4 z∗ ← SetIdealPoint();
5 {w1, . . . , wN} ← SOM(F, z∗);
6 {u1, . . . , uK} ← SetCenter();
7 Ik ← SetSubpopulation(P0, uk), k = 1, . . . , K;
8 P0 ← ∪K

k=1Ik; /*Reset population*/
9 F← P0.F;

10 t← 0.
11 Step 2 Update:
12 Qt ← CreateOffspringPopulation(Pt);
13 z∗ ← UpdateIdealPoint()
14 /*Update the subpopulations*/
15 Rt ← Pt ∪Qt;
16 Ik ← SetSubpopulation(Rt, uk), k = 1, . . . , K;
17 Pt+1 ← ∪K

k=1Ik;
18 F← F ∪ (Pt+1 ∩Qt).F;
19 t← t + 1.
20 Step 3 Weight vectors update
21 if |F| > 5N then
22 {w1, . . . , wN} ← SOM(F, z∗);
23 {u1, . . . , uK} ← SetCenter();
24 F← Pt.F;
25 end
26 Step 4 Stopping Criteria
27 If the stopping criteria is satisfied, then stop and find all

the nondominated solutions in Pt and output them.
Otherwise, goto Step 2.

can be decomposed into K subproblems, where subproblem k
is expressed as

min
x∈D

F(x) = (f1(x), . . . , fM(x))T

F(x) ∈ �k. (9)

For each subproblem k, it owns a subpopulation Ik as
described in [9], which is used to record the best individuals
for subproblem k. The subpopulations are initialized as fol-
lows. First, the algorithm evenly and randomly generates 5N
individuals in the domain. N weight vectors {w1, w2, . . . , wN}
are learned by SOM algorithm according to the objective
vectors of these individuals, and set the direction vectors
{u1, u2, . . . , uK}. We assign these weight vectors to each sub-
population by (8), where y = w. The size nk of subpopulation
Ik is the number of the weight vectors assigned to subproblem
k. Then, we initialize Ik as the individuals in the initial indi-
viduals whose objective values are in �k. When the number of
individuals in Ik is less than nk, we randomly select nk − |Ik|
from the initial individuals and add to Ik, where |Ik| is the
size of Ik. Otherwise, when the number of individuals in Ik is

Algorithm 2: Procedure of the Proposed MOEA/D-SOM
input :
• A stopping criterion;
• N: the size of the population;
• T: the number of neighbors for each subproblem.

output: The nondominated solutions in Pt.
1 Step 1 Initialization
2 P0 ← Randomly initialize 5N initial individuals;
3 F← P0.F; /*P0.F: objective vectors of P0*/
4 z∗ ← SetIdealPoint();
5 {w1, . . . , wN} ← SOM(F, z∗);
6 B(i)← SetNeighbor();
7 P0 ← Selection() /*Reset population*/
8 F← P0.F;
9 t← 0.

10 Step 2 Update:
11 Qt ← ∅
12 foreach xi ∈ Pt do
13 y← OffspringCreate(xi, B(i));
14 z∗ ← UpdateIdealPoint();
15 /* Update of solutions*/
16 foreach j ∈ B(i) do
17 if g(y|wj, z∗) < g(xj|wj, z∗) then
18 xj ← y
19 end
20 end
21 Qt ← Qt ∪ y
22 end
23 F← F ∪ (Pt+1 ∩Qt).F;
24 t← t + 1.
25 Step 3 Weight vectors update
26 if |F| > 5N then
27 {w1, . . . , wN} ← SOM(F, z∗);
28 B(i)← SetNeighbor();
29 F← Pt.F;
30 end
31 Step 4 Stopping Criteria
32 If the stopping criteria is satisfied, then stop and find all

the nondominated solutions in Pt and output them.
Otherwise, goto Step 2.

greater than nk, for each w assigned in this subproblem, we
select the best individual from Ik by (2). All the selected indi-
viduals constitute the new subpopulation Ik. In generation t, N
new individuals are generated by the crossover and mutation
operators. The new individuals and all the individuals in the
subpopulations are used to update the subpopulations.

The objective vectors of the surviving offsprings are used to
train the SOM. The detailed procedure of M2M-SOM is given
in Algorithm 1. During the search, for each subpopulation k,
k = 1, . . . , K, the M2M-SOM maintains the following.

1) Ik: The kth subpopulation.
2) uk: The direction vector.
3) F: The objective vectors for training SOM.

In line 5 of Algorithm 1, the maximum iteration of SOM algo-
rithm is set at 100 for the initiation of the weight vectors.
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Furthermore, for each individual in a subpopulation in line 12,
an individual is randomly selected from the same subpopula-
tion to generate a new offspring, where (Pt+1 ∩Qt). F is the
objective vectors of the surviving offsprings. In line 27, we
only slightly tune the weight of neurons while updating the
weight vectors. Therefore, we set the maximum iteration at 10
in this paper.

D. MOEA/D With SOM-Based Weight Vectors

MOEA/D [8] is one of the most well-known EMO algo-
rithms. It aggregates the objectives into a single objective by
a weight vector. Then, it decomposes the MOP into a num-
ber of scalar problems and simultaneously optimizes them, in
which, for each wi, a neighborhood is defined as a set of T
closest weight vectors in {w1, w2, . . . , wN}, where T is the
number of the neighbors. The neighborhood B(i) of subprob-
lem i is composed of the subproblems with the weight vectors
from the neighborhood of wi. In this paper, we integrate the
SOM-based weight design into MOEA/D, whereby obtaining
MOEA/D-SOM, whose details are described in Algorithm 2.
Please note that, in line 7 of Algorithm 2, Selection() returns
a solution set which is selected from the initial individuals by
(2) with each weight vector wi for i = 1, . . . , N. In line 13,
for each solution xi, an individual is randomly selected from
its neighbors B(i) to generate a new solution y.

IV. EXPERIMENTS

This section will conduct the experiments to investigate the
performance of the proposed M2M-SOM and MOEA/D-SOM
in comparison with the existing counterparts, namely,
the original M2M and MOEA/D, MOEA/D-AWD [53],
NSGA-III [21], and MOEA/DD [23]. In MOEA/D-AWD, it
adaptively adjusts the weight vector according to the solution
assigned to this weight vector. In the following sections, we
first provide the test problems used in our empirical studies.
Then, we introduce the performance metrics, followed by the
parameter settings used in the experiments. Finally, we show
the experimental results with some discussions.

A. Test Problems

Two classes of test problems with incomplete PF, i.e., redun-
dancy problems and nonredundancy problems, are considered
in this paper.

1) Redundancy Problem With Incomplete PF: Benchmark
DTLZ5(m, M) [46] chosen as the redundancy problem with
incomplete PF is formulated as follows.

1) DTLZ5(m, M)
⎧
⎨

⎩

f1(x) = (1+ g)�M−1
i=1 cos(θi)

fl=2:M−1(x) = (1+ g)�M−l
i=1 cos(θi) sin(θM−l+1)

fM(x) = (1+ g) sin(θ1)

(10)

with g =∑M+k−1
i=M (xi − 0.5)2 and

θi =
{ π

2 xi i = 1, . . . , m− 1
π

4(1+g)
(1+ 2gxi) i = m, . . . , M − 1

subject to
∑m−2

j=0 f 2
M−j + 2pi f 2

i ≥ 1 for i = 1, . . . , M −
m+ 1, where

pi =
{

M − m i = 1
(M − m+ 2)− i i = 2 : M − m+ 1

and 0 ≤ xi ≤ 1 for i = 1, . . . , n, k = n − M + 1
is the number of variables which are used to design
the function g. As suggested in [54], k = 10 is used
in the experiments. The PF occurs for the minimum
of g function, i.e., at xi = 0.5 for i = M, . . . , n
and satisfies

∑M
i=1 f 2

i = 1. There are m essential objec-
tives { fi, fM−m+2, . . . fM}, i ∈ {1, . . . , M − m + 1}
and M − m redundancy objectives. Obviously, the PF
of DTLZ5(m, M) is incomplete as m < M. In this
paper, four test instances with different numbers of
essential objectives and objectives, i.e., DTLZ5(2, 5),
DTLZ5(3, 5), DTLZ5(2, 10), and DTLZ5(3, 10) are
considered.
Toy problem [55] is also chosen as the other redundancy
problem. It is formulated as follows.

2) TOY problem
⎧
⎨

⎩

f1(x) = |A− x1|
f2(x) = |B− x1|
fi(x) = |C − xi−1|, i = 3, . . . , M

(11)

where A = 4, B = 6 and C = 5, and 0 ≤ xi ≤ 10 for
i = 1, . . . , M − 1, and the dimension of the decision
variable n = M− 1. Its Pareto-optimal set is x1 ∈ [A, B]
and xi = C for all i = 2, . . . , n. The corresponding PF
can be described as

f1 ∈ |A− B|
f2 ∈ |A− B|
f1 + f2 = |A− B|fj = 0 ∀j = 3, . . . , M

where the objectives fj, j = 3, . . . , M are redundant.
To solve the problem, one way is to optimize these
objectives simultaneously, which, however, makes the
problem more difficult because the amount of dominat-
ing solutions in the neighborhood of the current popula-
tion gets smaller [55]. Seven test instances TOY1–TOY7
with the number of objectives from four to ten are used
in our empirical studies.

2) Nonredundancy Problem With Incomplete PF: A frame-
work for MaOPs has been presented in [48], which is a variant
of the P∗ problems introduced in [52] tailored to our needs.
It is formulated as follows.

1) MaOP
⎧
⎪⎪⎨

⎪⎪⎩

f1(x) = ‖xI − p1‖2 + β(xII − γ (xI))

f2(x) = ‖xI − p2‖2 + β(xII − γ (xI))

. . . . . .

fM(x) = ‖xI − pM‖2 + β(xII − γ (xI))

(12)

where:
xI = (x1, x2) and xII = (x3, . . . , xn) are two subvectors
of x = (xI, xII), −2 ≤ xj ≤ 2 for j = 1, 2, . . . , n;



GU AND CHEUNG: SOM-BASED WEIGHT DESIGN FOR DECOMPOSITION-BASED MANY-OBJECTIVE EVOLUTIONARY ALGORITHM 217

Fig. 3. Plot of the final NSs in the subspace x1 versus x2 of the decision space with the minimum IGD-metric value found by M2M-SOM (the first column),
MOEA/D-SOM (the second column), MOEA/D-AWD (the third column), and MOEA/D (the fourth column) for TOY1–TOY7.

pi = (sin φi, cos φi) for i = 1, . . . , M and φi ∈ [0, 2π ];
‖xI − pi‖2 is defined as the Euclidean distance from xI

to pi, i = 1, 2, . . . , M;
β(xII − γ (xI)) =∑n

j=3 xj − 2x2 sin(2πx1 + (jπ/n)).

As shown in [48], the PF occurs at xj = 2x2 sin(2πx1 +
(jπ/n)) for j = 3, . . . , n and xI in the convex hull
spanned with {p1, p2, . . . , pM}. As M = 3 and φi =
0, (2π/3), (4π/3), the PF of the problem is shown as
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Fig. 4. Plot of the final NSs in the 3-D subspace f1, f2, and f3 with the minimum IGD-metric value found by M2M-SOM (the first column), MOEA/D-SOM
(the second column), MOEA/D-AWD (the third column), and MOEA/D (the fourth column) for TOY1–TOY7.

in Fig. 2(b). The PF of such problem is nondegener-
ate, i.e., there is no redundant objectives. However, the
PF is incomplete as shown in Fig. 2(b). When φi is

equally spaced over [0, 2π ], the objectives of problem (12)
have the same importance and value ranges. Otherwise, its
objectives have different importance. Eight test instances
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Fig. 5. Plot of the final NSs in a 3-D subspace of the objective space with the minimum IGD-metric value found by M2M-SOM (the first column),
MOEA/D-SOM (the second column), MOEA/D-AWD (the third column), and MOEA/D (the fourth column) for DTLZ5(2, 5), DTLZ5(3, 5), DTLZ5(2, 10),
and DTLZ5(3, 10).

TABLE I
PARAMETERS OF MAOP1–MAOP8

MAOP1–MAOP8 with different numbers of objectives are
used in our empirical studies. Table I lists the number
of objectives and φi for the test instances. The objectives
of the odd-numbered test instances have the same impor-
tance, while the even-numbered test instances have different
importance.

TABLE II
POPULATION SIZE AND THE VALUE OF H (N1(H)) IN M2M, MOEA/D,

MOEA/DD, NSGA-III, AND MOEA/D-AWD, (N2) IN M2M-SOM
AND MOEA/D-SOM, AND THE MAXIMUM NUMBER OF FES FOR

DIFFERENT NUMBERS OF THE OBJECTIVE

B. Performance Metrics

The IGD-metric [56] and H-metric [47] are used to
evaluate the performance of the compared algorithms. In
the following, we give a brief introduction of these two
metrics.
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Fig. 6. Plot of the final population in the subspace of x1 versus x2 with the median IGD-metric value found by M2M-SOM (the first column), MOEA/D-SOM
(the second column), NSGA-III (the third column), and MOEA/D-AWD (the fourth column) on MAOP1–MAOP4.

1) IGD-Metric: Let Q∗ be a set of points which are uni-
formly distributed along the PF in the objective space, and
Q be an estimate of Q∗. The distance between Q∗ and Q is
defined as

IGD
(
Q|Q∗) =

∑

v∈Q∗
d(v, Q)

|Q∗|
where d(v, Q) is the minimum Euclidean distance from the
point v to Q. Obviously, the smaller value of IGD is, the
better the algorithm performs. The PFs of DTLZ5 and TOY
problem are precisely known and normative. We generate 1000
points for DTLZ5(2, 5), DTLZ5(2, 10), and TOY1–TOY7,
and 1891 points for DTLZ5(3, 5) and DTLZ5(3, 10) to con-
stitute Q∗ by the method introduced in [23]. For the test

instances MAOP1–MAOP8, we utilize the objective values of
1000 points which are uniformly sampled in the convex hull
spanned with {p1, p2, . . . , pM} as described in [48] to form Q∗.

2) H-Metric: Let zr = (zr
1, . . . , zr

M) be a point in the objec-
tive space which is dominated by any Pareto optimal objective
vectors. Let Q be the obtained approximation to the PF in the
objective space. Then, H(Q|zr) is the value of Q (with regard
to zr) is the volume of the region which is dominated by Q
and dominates zr. That is

H
(
Q|zr) = Vol

⎛

⎝
⋃

x∈Q

[
f1(x), zr

1

]× · · · × [
fM(x), zr

M

]
⎞

⎠

where Vol(.) indicates the Lebesgue measure. The larger the
H-metric is, the better the approximation is. The algorithm
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Fig. 7. Plot of the final population in the subspace of x1 versus x2 with the median IGD-metric value found by M2M-SOM (the first column), MOEA/D-SOM
(the second column), NSGA-III (the third column), and MOEA/D-AWD (the fourth column) on MAOP5–MAOP8.

proposed in [6] is adopted to calculate the value of H-metric.
In our experiments, the point zr is set at the maximum value
of each objective of the points used in IGD-metric. Since the
PFs of DTLZ5 and TOY problem are degenerated, the value of
H-metric of Q∗ is a small number for DTLZ5 and 0 for TOY
problem. Thus, we only use it to evaluate the performance
of the compared algorithms on the test instances: MAOP1–
MAOP8.

C. Parameter Settings

The simulated binary crossover (SBX) and polynomial
mutation are used in all the algorithms for generating off-
spring. The control parameters in these two operators are the
same in all algorithms. The crossover rate is set at 1 and the

mutation rate is 1/n, where n is the dimension of the variables.
The distribution index of crossover and mutation operators are
ηc = 20 and ηm = 20, respectively.

The uniform weight vectors {w1, w2, . . . , wN} used in
M2M, MOEA/D, NSGA-III, and MOEA/DD and the initial
weight vectors of MOEA/D-AWD are generated by a system-
atic approach proposed in [26]. Each weight takes a value
from

{
0

H
,

1

H
, . . . ,

H

H

}

.

Therefore, the number of weight vectors is CM−1
H+M−1. Table II

lists the population size and the value of the parameter H,
denoted as N1(H), in M2M, MOEA/D, MOEA/DD, NSGA-
III, and MOEA/D-AWD for different numbers of objectives.
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TABLE III
MINIMUM (BEST) AND MEAN OF IGD-METRIC VALUES OF THE FINAL SOLUTIONS OBTAINED BY SEVEN ALGORITHMS

OVER 20 INDEPENDENT RUNS ON TOY TEST PROBLEMS AND DTLZ5

Moreover, Table II also lists the population size in M2M-
SOM and MOEA/D-SOM (N2). Each algorithm is run 20
times independently for each test instance. The compared algo-
rithms stop when the number of function evaluations reaches
the maximum number. Table II lists the maximum num-
ber of function evaluations (FES) for different numbers of
objectives.

The specific parameter setting in each algorithm is given as
follows. In MOEA/D, MOEA/D-SOM and MOEA/D-AWD,
the number of the neighbors of each subproblem is set at T =
�0.1 ∗ N� as suggested in [8]. The number of subpopulations
is set at K = �√N� in M2M and M2M-SOM as suggested
in [9].

D. Experimental Results and Analysis

Tables III and IV list the minimum (best) and mean values
of IGD-metric of the final solutions obtained by the com-
pared algorithms in the 20 independent runs for all the test
instances. The values of IGD-metric for each test instance
are sorted in an ascending order. The numbers in the brack-
ets of these tables are their ranks. The total rank and the
final rank are listed in the last two row in the tables. Since
MOEA/DD is designed for unconstrained optimization prob-
lems, and DTLZ5 test problems are constrained optimization
problems, we did not provide the results of MOEA/DD for
DTLZ5 test problems. Table IV lists the maximum (best)
and mean values of H-metric of the final solutions obtained
by the seven algorithms for MAOP1–MAOP8. The values of
H-metric for each test instance are sorted in a descending
order. The numbers in the brackets of the table are their ranks.
Also the total rank and final rank are listed in the table.

Additionally, due to the limitation of space, we only plot-
ted the results obtained by the first four best algorithms
in terms of final rank on IGD-metric. Figs. 3 and 4 show

the NSs obtained by the first four algorithms, i.e., M2M-
SOM, MOEA/D-SOM, MOEA/D-AWD, and MOEA/D with
the minimum IGD-metric in the 20 independent runs for test
instances TOY1–TOY7 in the decision subspace, i.e., x1 ver-
sus x2, and in the objective subspace constituted by f1, f2,
and f3. Fig. 5 plots the NSs obtained by the first four best
algorithms, i.e., M2M-SOM, MOEA/D-SOM, NSGA-III, and
MOEA/D-AWD with the minimum IGD-metric in the 20 inde-
pendent runs for DTLZ5(2, 5), DTLZ5(3, 5), DTLZ5(2, 10),
and DTLZ5(3, 10). Figs. 6 and 7 plot the final population
obtained by the first four best algorithms on MaOP test
problems, i.e., M2M-SOM, MOEA/D-SOM, NSGA-III, and
MOEA/D-AWD with the minimum IGD-metric in the 20
independent runs in the subspace of x1 versus x2 for MAOP1–
MAOP8. As discussed in [48], the Pareto solutions must be
within the convex hull spanned with points {p1, . . . , pM}.

E. TOY Problem

The results on TOY problem in Table III, and Figs. 3 and 4
indicate that the algorithms with the SOM-based weight
vectors outperform the other algorithms. Specifically, the
proposed M2M-SOM is the best optimizer, which is able
to achieve a good approximation of the PF. The reason that
M2M-SOM is slightly better than MOEA/D-SOM is because
the newly generated solution, which may be far away from
its neighbors especially in MaOPs, updates its neighbors only
in MOEA/D-SOM. In the literature, an improvement strategy,
namely MOEA/D-GR, has been proposed in [57] to deal with
such an issue. MOEA/D-GR first assigns the newly gener-
ated solution to the closest weight vector and then updates
its neighbor. Furthermore, it can be seen that MOEA/D is
slightly better than M2M. A plausible reason is that there are
no Pareto-optimal solutions to some subpopulation for M2M.
The performance of the algorithms with the proposed weight
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TABLE IV
MINIMUM (BEST) AND MEAN OF IGD-METRIC VALUES OF THE FINAL SOLUTIONS OBTAINED BY THE SEVEN

ALGORITHMS OVER 20 INDEPENDENT RUNS ON TEST PROBLEMS MAOP1–MAOP8

TABLE V
MAXIMUM (BEST) AND MEAN OF H-METRIC VALUES OF THE FINAL SOLUTIONS OBTAINED BY THE SEVEN

ALGORITHMS OVER 20 INDEPENDENT RUNS ON TEST PROBLEMS MAOP1–MAOP8

vector design method is better than that of MOEA/D-AWD
because the weight vectors in MOEA/D-AWD are adjusted
according to only one solution which is assigned to this weight
vector. It may make the weight vectors over-fit the current
solutions. Moreover, a special note goes to the performance of
NSGA-III, since it sorts the solutions according to the domina-
tion relationship of the solutions and the amount of dominating
solutions in the neighborhood of the current population is very
smaller for TOY problem, it is difficult to find a dominating
solution by using Pareto-dominance. This is consistent with
the results found in [55].

F. DTLZ5

From Table III, we can see that the results obtained by
the algorithms with the proposed SOM-based weight are
much superior than that of its counterparts in term of IGD-
metric. Fig. 5 reveals that M2M-SOM and MOEA/D-SOM
can achieve a good approximation of the PF. Specifically, the
performance of M2M and MOEA/D are not very promising
because the PF of the test instances is incomplete and there are

numerous scalar problems obtaining the same Pareto optimal
solutions. NSGA-III can obtain a promising result as the non-
dominated sorting can provide a sufficient selection pressure
toward to the PF. It is because it permits a reference point
mapped to multiple solutions and no solution is mapped to
some reference points. It is good at maintaining the diversity
of the population.

G. MAOP

In Table IV, the performance of the algorithms with the
proposed SOM-based weight is better than that of its coun-
terparts in term of IGD-metric for MAOP1–MAOP8. From
Table V, it can be seen that M2M-SOM and MOEA/D-SOM
are the best optimizer, which achieve the greater H-metric val-
ues in almost all of MAOP test instances. Further, Figs. 6 and 7
both indicate that almost all solutions obtained by M2M-SOM
and MOEA/D-SOM are within the convex hull, which reveals
the quality and distribution of the NSs obtained by an algo-
rithm. This implies that the solutions from M2M-SOM and
MOEA/D-SOM converge well to the PF. In contrast, there
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are few solutions obtained by NSGA-III and MOEA/D-AWD
converge to the PF.

V. CONCLUSION

In this paper, we have proposed a weight design method
based on SOM, which can be integrated with most of
the decomposition-based evolutionary algorithms for solving
MaOP. In implementation, we have integrated this weight
design method into M2M and MOEA/D, respectively, i.e.,
M2M-SOM and MOEA/D-SOM, as two examples. In the
proposed algorithms, we update the weight vectors by
the weight of the neurons of SOM network which is trained by
the objective vectors of the surviving offsprings. Such weight
can be adjusted based on the distribution of the individuals. We
have investigated the performance of the proposed algorithms
on eleven redundancy test problems and eight nonredundancy
test problems, respectively. The empirical results have demon-
strated the superiority of M2M-SOM and MOEA/D-SOM for
solving MaOPs with incomplete PF in comparison with the
existing five counterparts.

REFERENCES

[1] A. Mukhopadhyay, U. Maulik, S. Bandyopadhyay, and C. A. C. Coello,
“A survey of multiobjective evolutionary algorithms for data mining:
Part I,” IEEE Trans. Evol. Comput., vol. 18, no. 1, pp. 4–19, Feb. 2014.

[2] M. Asafuddoula, H. K. Singh, and T. Ray, “Six-sigma robust design
optimization using a many-objective decomposition-based evolutionary
algorithm,” IEEE Trans. Evol. Comput., vol. 19, no. 4, pp. 490–507,
Aug. 2015.

[3] J. Herrero, A. Berlanga, and J. M. M. López, “Effective evolutionary
algorithms for many-specifications attainment: Application to air traf-
fic control tracking filters,” IEEE Trans. Evol. Comput., vol. 13, no. 1,
pp. 151–168, Feb. 2009.

[4] K. Deb, A. Pratap, S. Agarwal, and T. Meyarivan, “A fast and elitist
multiobjective genetic algorithm: NSGA-II,” IEEE Trans. Evol. Comput.,
vol. 6, no. 2, pp. 182–197, Apr. 2002.

[5] Z. Eckart, L. Marco, and T. Lothar, “SPEA2: Improving the strength
Pareto evolutionary algorithm for multiobjective optimization,” in Proc.
Evol. Methods Design Optim. Control Appl. Ind. Problems, Athens,
Greece, 2001, pp. 95–100.

[6] J. Bader and E. Zitzler, “HypE: An algorithm for fast hypervolume-based
many-objective optimization,” Evol. Comput., vol. 19, no. 1, pp. 45–76,
2011.

[7] B. Nicola, B. Naujoks, and M. Emmerich, “SMS-EMOA: Multiobjective
selection based on dominated hypervolume,” Eur. J. Oper. Res., vol. 181,
no. 3, pp. 1653–1669, 2007.

[8] Q. Zhang and H. Li, “MOEA/D: A multiobjective evolutionary algorithm
based on decomposition,” IEEE Trans. Evol. Comput., vol. 11, no. 6,
pp. 712–731, Dec. 2007.

[9] H.-L. Liu, F. Gu, and Q. Zhang, “Decomposition of a multiobjective
optimization problem into a number of simple multiobjective sub-
problems,” IEEE Trans. Evol. Comput., vol. 18, no. 3, pp. 450–455,
Jun. 2014.

[10] H.-L. Liu, F. Gu, Y.-M. Cheung, S. Xie, and J. Zhang, “On solv-
ing WCDMA network planning using iterative power control scheme
and evolutionary multiobjective algorithm,” IEEE Comput. Intell. Mag.,
vol. 9, no. 1, pp. 44–52, Feb. 2014.

[11] F. Gu, H.-L. Liu, Y.-M. Cheung, and S. Xie, “Optimal WCDMA network
planning by multiobjective evolutionary algorithm with problem-specific
genetic operation,” Knowl. Inf. Syst., vol. 45, no. 3, pp. 679–703, 2015.

[12] H. Ishibuchi, N. Akedo, and Y. Nojima, “Behavior of multiobjective
evolutionary algorithms on many-objective knapsack problems,” IEEE
Trans. Evol. Comput., vol. 19, no. 2, pp. 264–283, Apr. 2015.

[13] X. Zou, Y. Chen, M. Liu, and L. Kang, “A new evolutionary algorithm
for solving many-objective optimization problems,” IEEE Trans. Syst.,
Man, Cybern. B, Cybern., vol. 38, no. 5, pp. 1402–1412, Oct. 2008.

[14] H. Wang and X. Yao, “Corner sort for Pareto-based many-objective opti-
mization,” IEEE Trans. Cybern., vol. 44, no. 1, pp. 92–102, Jan. 2014.

[15] L. S. Batista, F. Campelo, F. G. Guimaraes, and J. A. Ramirez, “A
comparison of dominance criteria in many-objective optimization prob-
lems,” in Proc. IEEE Congr. Evol. Comput., New Orleans, LA, USA,
2011, pp. 2359–2366.

[16] D. Hadka and P. Reed, “Borg: An auto-adaptive many-objective
evolutionary computing framework,” Evol. Comput., vol. 21, no. 2,
pp. 231–259, 2013.

[17] S. Yang, M. Li, X. Liu, and J. Zheng, “A grid-based evolutionary algo-
rithm for many-objective optimization,” IEEE Trans. Evol. Comput.,
vol. 17, no. 5, pp. 721–736, Oct. 2013.

[18] B. Li, J. Li, K. Tang, and X. Yao, “Many-objective evolutionary algo-
rithms: A survey,” ACM Comput. Surveys, vol. 48, no. 1, pp. 1–35,
2015.

[19] M. Asafuddoula, T. Ray, and R. Sarker, “A decomposition-based evolu-
tionary algorithm for many objective optimization,” IEEE Trans. Evol.
Comput., vol. 19, no. 3, pp. 445–460, Jun. 2015.

[20] O. Schütze, A. Lara, and C. A. C. Coello, “On the influence of the
number of objectives on the hardness of a multiobjective optimiza-
tion problem,” IEEE Trans. Evol. Comput., vol. 15, no. 4, pp. 444–455,
Aug. 2011.

[21] K. Deb and H. Jain, “An evolutionary many-objective optimization
algorithm using reference-point-based nondominated sorting approach,
part I: Solving problems with box constraints,” IEEE Trans. Evol.
Comput., vol. 18, no. 4, pp. 577–601, Aug. 2014.

[22] H. Jain and K. Deb, “An evolutionary many-objective optimization
algorithm using reference-point based nondominated sorting approach,
part II: Handling constraints and extending to an adaptive approach,”
IEEE Trans. Evol. Comput., vol. 18, no. 4, pp. 602–622, Aug. 2014.

[23] K. Li, K. Deb, Q. Zhang, and S. Kwong, “An evolutionary many-
objective optimization algorithm based on dominance and decompo-
sition,” IEEE Trans. Evol. Comput., vol. 19, no. 5, pp. 694–716,
Oct. 2015.

[24] H. Ishibuchi, H. Masuda, and Y. Nojima, “Pareto fronts of many-
objective degenerate test problems,” IEEE Trans. Evol. Comput., vol. 20,
no. 5, pp. 807–813, Oct. 2016.

[25] H. Ishibuchi, Y. Setoguchi, H. Masuda, and Y. Nojima, “Performance
of decomposition-based many-objective algorithms strongly depends
on Pareto front shapes,” IEEE Trans. Evol. Comput., vol. 21, no. 2,
pp. 169–190, Apr. 2017.

[26] I. Das and J. E. Dennis, “Normal-boundary intersection: A new method
for generating the Pareto surface in nonlinear multicriteria optimization
problems,” SIAM J. Optim., vol. 8, no. 3, pp. 631–657, 1998.

[27] I. Giagkiozis, R. C. Purshouse, and P. J. Fleming, “Generalized decom-
position,” in Proc. Evol. Multi Criterion Optim., 2013, pp. 428–442.

[28] Y. Qi, J. Sun, and J. Wu, “MOEA/D with adaptive weight adjustment,”
Evol. Comput., vol. 22, no. 2, pp. 231–264, 2014.

[29] F. Gu, H.-L. Liu, and K. C. Tan, “A multiobjective evolutionary algo-
rithm using dynamic weight design method,” Int. J. Innov. Comput. Inf.
Control, vol. 8, no. 5B, pp. 3677–3688, 2012.

[30] F.-Q. Gu and H.-L. Liu, “A novel weight design in multi-objective evo-
lutionary algorithm,” in Proc. Int. Conf. Comput. Intell. Security, 2010,
pp. 137–141.

[31] H. Li and D. Landa-Silva, “An adaptive evolutionary multi-objective
approach based on simulated annealing,” Evol. Comput., vol. 19, no. 4,
pp. 561–595, Dec. 2011.

[32] S. Jiang, Z. Cai, J. Zhang, and Y.-S. Ong, “Multiobjective optimization
by decomposition with Pareto-adaptive weight vectors,” in Proc. 7th Int.
Conf. Nat. Comput., Shanghai, China, 2011, pp. 1260–1264.

[33] T. Kohonen, “The self-organizing map,” Proc. IEEE, vol. 78, no. 9,
pp. 1464–1480, Sep. 1990.

[34] T. Kohonen, “The self-organizing map,” Neurocomputing, vol. 21,
nos. 1–3, pp. 1–6, 1998.

[35] Y.-M. Cheung and L.-T. Law, “Rival-model penalized self-organizing
map,” IEEE Trans. Neural Netw., vol. 18, no. 1, pp. 289–295, Jan. 2007.

[36] M. Tucci and M. Raugi, “A filter based neuron model for adaptive
incremental learning of self-organizing maps,” Neurocomputing, vol. 74,
no. 11, pp. 1815–1822, 2011.

[37] T. Kohonen, E. Oja, O. Simula, A. Visa, and J. Kangas, “Engineering
applications of the self-organizing map,” Proc. IEEE, vol. 84, no. 10,
pp. 1358–1384, Oct. 1996.

[38] J. Vesanto and E. Alhoniemi, “Clustering of the self-organizing map,”
IEEE Trans. Neural Netw., vol. 11, no. 3, pp. 586–600, May 2000.

[39] A. Flexer, “On the use of self-organizing maps for clustering and
visualization,” Intell. Data Anal., vol. 5, no. 5, pp. 373–384, 2001.

[40] J. Vesanto, “SOM-based data visualization methods,” Intell. Data Anal.,
vol. 3, no. 2, pp. 111–126, 1999.



GU AND CHEUNG: SOM-BASED WEIGHT DESIGN FOR DECOMPOSITION-BASED MANY-OBJECTIVE EVOLUTIONARY ALGORITHM 225

[41] N. Li and Y. Li, “Feature encoding for unsupervised segmentation of
color images,” IEEE Trans. Syst., Man, Cybern. B, Cybern., vol. 33,
no. 3, pp. 438–447, Jun. 2003.

[42] H. Zhang et al., “A self-organizing multiobjective evolutionary algo-
rithm,” IEEE Trans. Evol. Comput., vol. 20, no. 5, pp. 792–806,
Oct. 2016.

[43] H. Zhang, X. Zhang, X.-Z. Gao, and S. Song, “Self-organizing
multiobjective optimization based on decomposition with neighborhood
ensemble,” Neurocomputing, vol. 173, pp. 1868–1884, Jan. 2016.

[44] S. Obayashi and D. Sasaki, “Visualization and data mining of Pareto
solutions using self-organizing map,” in Proc. Evol. Multi-Criterion
Optim., Faro, Portugal, 2003, pp. 796–809.

[45] D. R. Dersch and P. Tavan, “Asymptotic level density in topological
feature maps,” IEEE Trans. Neural Netw., vol. 6, no. 1, pp. 230–236,
Jan. 1995.

[46] H. K. Singh, A. Isaacs, and T. Ray, “A Pareto corner search evolutionary
algorithm and dimensionality reduction in many-objective optimization
problems,” IEEE Trans. Evol. Comput., vol. 15, no. 4, pp. 539–556,
Aug. 2011.

[47] M. Emmerich, N. Beume, and B. Naujoks, “An EMO algorithm using
the hypervolume measure as selection criterion,” in Proc. Evol. Multi-
Criterion Optim., Guanajuato, Mexico, 2005, pp. 62–76.

[48] Y.-M. Cheung, F. Gu, and H.-L. Liu, “Objective extraction for many-
objective optimization problems: Algorithm and test problems,” IEEE
Trans. Evol. Comput., vol. 20, no. 5, pp. 755–772, Oct. 2016.

[49] K. Deb, Multiobjective Optimization using Evolutionary Algorithms.
New York, NY, USA: Wiley, 2001.

[50] K. Miettinen, Nonlinear Multiobjective Optimization. New York, NY,
USA: Springer, 1998.

[51] O. Schutze, A. Lara, and C. A. C. Coello, “On the influence of the
number of objectives on the hardness of a multiobjective optimiza-
tion problem,” IEEE Trans. Evol. Comput, vol. 15, no. 4, pp. 444–455,
Aug. 2011.

[52] M. Köppen and K. Yoshida, “Many-objective particle swarm opti-
mization by gradual leader selection,” in Proc. Adaptive and Natural
Computing Algorithms, Warsaw, Poland 2007, pp. 323–331.

[53] X. Guo, X. Wang, and Z. Wei, “MOEA/D with adaptive weight vector
design,” in Proc. 11th Int. Conf. Comput. Intell. Security, Shenzhen,
China, 2015, pp. 291–294.

[54] S. Huband, P. Hingston, L. Barone, and L. While, “A review of
multiobjective test problems and a scalable test problem toolkit,” IEEE
Trans. Evol. Comput., vol. 10, no. 5, pp. 477–506, Oct. 2006.

[55] H. Zille and S. Mostaghim, “Using ε-dominance for hidden and degen-
erated Pareto-fronts,” in Proc. IEEE Symp. Series Comput. Intell.,
Cape Town, South Africa, 2015, pp. 845–852.

[56] P. A. N. Bosman and D. Thierens, “The balance between proximity and
diversity in multiobjective evolutionary algorithms,” IEEE Trans. Evol.
Comput., vol. 7, no. 2, pp. 174–188, Apr. 2003.

[57] Z. Wang, Q. Zhang, A. Zhou, M. Gong, and L. Jiao, “Adaptive replace-
ment strategies for MOEA/D,” IEEE Trans. Cybern., vol. 46, no. 2,
pp. 474–486, Feb. 2016.

Fangqing Gu received the B.S. degree from
Changchun University, Jilin, China, in 2007, the
M.S. degree from the Guangdong University of
Technology, Guangzhou, China, in 2011, and the
Ph.D. degree from the Department of Computer
Science, Hong Kong Baptist University, Hong Kong,
in 2016.

He joined the School of Applied Mathematics,
Guangdong University of Technology, as a Lecturer.
His current research interests include data mining,
machine learning, and evolutionary computation.

Yiu-Ming Cheung received the Ph.D. degree
from the Department of Computer Science and
Engineering, Chinese University of Hong Kong,
Hong Kong, in 2000.

He is currently a Full Professor with the
Department of Computer Science, Hong Kong
Baptist University, Hong Kong. His current research
interests include machine learning, information secu-
rity, image and video processing, and pattern recog-
nition.

Dr. Cheung is the Founding Chair of the
Computational Intelligence Chapter of the IEEE Hong Kong Section, and
the Vice Chair of the Technical Committee on Intelligent Informatics of the
IEEE Computer Society. He is an IET/IEE Fellow and a BCS Fellow.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZapfChancery-MediumItalic
    /ZapfDingBats
    /ZapfDingbatsITCbyBT-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


