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Abstract— Mild cognitive impairment (MCI) represents an
early stage of Alzheimer’s disease (AD), characterized by subtle
clinical symptoms that pose challenges for accurate diagno-
sis. The quest for the identification of MCI individuals has
highlighted the importance of comprehending the underlying
mechanisms of disease causation. Integrated analysis of brain
imaging and genomics offers a promising avenue for predicting
MCI risk before clinical symptom onset. However, most existing
methods face challenges in: 1) mining the brain network-specific
topological structure and addressing the single nucleotide poly-
morphisms (SNPs)-related noise contamination and 2) extracting
the discriminative properties of brain imaging genomics, resulting
in limited accuracy for MCI diagnosis. To this end, a modality-
aware discriminative fusion network (MA-DFN) is proposed to
integrate the complementary information from brain imaging
genomics to diagnose MCI. Specifically, we first design two
modality-specific feature extraction modules: the graph con-
volutional network with edge-augmented self-attention module
(GCN-EASA) and the deep adversarial denoising autoencoder
module (DAD-AE), to capture the topological structure of brain
networks and the intrinsic distribution of SNPs. Subsequently,
a discriminative-enhanced fusion network with correlation reg-
ularization module (DFN-CorrReg) is employed to enhance
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inter-modal consistency and between-class discrimination in
brain imaging and genomics. Compared to other state-of-the-art
approaches, MA-DFN not only exhibits superior performance
in stratifying cognitive normal (CN) and MCI individuals but
also identifies disease-related brain regions and risk SNPs locus,
which hold potential as putative biomarkers for MCI diagnosis.

Index Terms— Brain imaging genomics, early diagnosis, mild
cognitive impairment (MCI), multimodal fusion.

NOMENCLATURE
Symbols Explanation
x, x, X Scalar, vector, and matrix.
n Number of brain network nodes.
x pq (pq)th element of the matrix X .
k Number of modalities.
d Dimension of data.
ℓ Network layer.
dℓk Dimension of the kth modality in the ℓth layer.
I Identity matrix.
N Number of total samples.
c Number of classes.
N k

i Number of samples for modality k in i th class.
xk

j j th sample in the kth modality.
xk

i j j th sample from the kth modality in i th class.
µ, σ Mean, variance.
tr Trace operation.
W , b Weight matrices, bias vectors.
wk Column of W k .
∥·∥F Frobenius norm.

I. INTRODUCTION

MILD cognitive impairment (MCI) is the prodromal
stage of Alzheimer’s disease (AD) and other types of

dementia, which is characterized by the presence of objectively
measurable cognitive deficits without fulfilling criteria for a
diagnosis of dementia [1]. The etiology of MCI is multifaceted
and cannot be ascribed to a single factor. Instead, it is likely the
result of a combination of progressive processes [2]. Although
MCI does not necessarily progress to dementia, people with
MCI are more likely to experience cognitive and behavioral
deficits resulting from abnormal alterations in the brain’s
connectome [3]. Studies have shown that about 15% of people
with MCI develop AD each year, while a significant number
of these patients have a stable disease course [4]. As such,
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offering timely and appropriate intervention is considered a
crucial approach to slow down or prevent the progression
of MCI to AD. Unfortunately, the subtle manifestation of
symptoms during the MCI phase often leads patients to miss
the optimum intervention period, consequently increasing the
risk of progression to AD [5]. Thus, accurate diagnosis of MCI
is crucial in mitigating the progression of brain disease and
identifying potential curative factors.

Numerous neuroscience studies have revealed that MCI
exhibits alterations in brain network connectivity preced-
ing the manifestation of clinical signs and symptoms. This
observation has paved the way for predicting the risk of
MCI progression [6], [7]. Moreover, emerging evidence sug-
gests that genetic variations are the genetic underpinnings of
brain network dysfunction, offering a new window to study
and understand the neuropathological mechanism underly-
ing MCI. Consequently, the integration of brain networks
and genetic factors provides comprehensive understandings
of brain structures, functionalities, and genetic foundations,
thereby improving the accuracy, reliability, and specificity of
MCI diagnosis [8], [9]. The rapid development of modern
neuroimaging techniques, such as structural magnetic reso-
nance imaging (sMRI) and diffusion tensor imaging (DTI), has
enabled the construction of human brain connectivity networks
(i.e., brain networks) [10], [11], [12]. Concurrently, genotype
data, particularly single nucleotide polymorphisms (SNPs), are
extensively employed to explore genetic variations associated
with neurodegenerative diseases [8]. These high-dimensional
and complex brain imaging genomics data present both
opportunities and challenges in extracting intrinsic features
from different modalities and efficiently integrating valuable
complementary information to ultimately achieve accurate
diagnosis of MCI. However, existing research has primarily
focused on data dimensionality reduction or simply merging
multiple data as input features for model training, result-
ing in insufficient fusion of information and substandard
performance [13].

The integration of brain imaging genomics data currently
involves two main stages: feature extraction and feature
fusion. In the feature extraction stage, previous studies have
predominantly employed straightforward extensions of uni-
modal methods. These approaches merge multimodal data into
elongated vectors and apply traditional feature selection tech-
niques [14], [15], [16] to identify important features for disease
diagnosis. However, these algorithms overlook the presence
of high-order information between features in multimodal
data, such as the topological structure of brain networks and
genetic regulatory networks. To address this limitation, graph
convolutional neural networks (GCNs) have emerged as a nat-
ural approach to leverage intricate brain topology and genetic
higher-order features [17], [18], providing technical support
for understanding the complex neuropathological mechanisms
underlying MCI [19], [20]. For example, existing GCNs-based
approaches utilize unimodal feature representations from gene
and brain network data, as well as interindividual correla-
tions, to build multimodal graphs as inputs for subsequent
diagnostic modeling [21]. Although significant performance
improvements have been achieved compared to traditional

feature extraction methods, these GCNs approaches often fail
to effectively exploit the intrinsic information within each
modality. The main reason is that the transmission of informa-
tion between brain regions combines strong local connections
with efficient long-range connections [22], but relying solely
on GCNs tends to disregard the long-range dependencies
between brain regions [23]. To address the long-range depen-
dency limitations of GCNs, some studies have also applied
the Transformer structure to the graph domain [24], [25],
[26]. Typically, these methods utilize a designed position
embedding strategy to integrate nodal position information into
embeddings, facilitating self-attention calculations for specific
graphs. However, such approaches tend toward overfitting
when applied to imaging genomics data characterized by lim-
ited datasets. Additionally, brain networks and SNPs exhibit
information imbalance and inconsistent feature representa-
tions, posing challenges for a single feature extraction network
to derive effective fused features. Consequently, recent studies
have proposed customizing a subnetwork for each modality
to extract modality-specific features, followed by the concate-
nation of these embeddings to obtain a fusion representation
[27], [28], [29], [30]. In the feature fusion stage, existing meth-
ods face challenges in capturing complementary information
between brain networks and genetic factors due to limited
interactions between modalities. Therefore, researchers have
developed correlation analyses and nonlinear fusion methods
to explore the features interacting with brain networks and
genes [31], [32]. Although these fusion methods have yielded
satisfactory performance in brain disease diagnosis, they often
omit valuable diagnostic class labels, limiting their ability
to discover patterns of interest. Recent works have enhanced
models by integrating diagnostic labeling components, lever-
aging discriminative information to guide the model toward
more flexible and accurate diagnosis. To utilize available
labels, studies have introduced discriminant regularization or
category alignment to model features among different modal-
ities into a discriminative common subspace [33]. However,
the learning schemes of these methods struggle to capture
subtle changes induced by brain lesions, as they primarily
focus on capturing global geometric properties of the data
while ignoring inter-sample similarity.

The aforementioned analyses dictate that successful brain
imaging genomics fusion approaches should not only effec-
tively capture modality-specific intrinsic information but also
derive between-class discrimination information. However,
current approaches still encounter the following limitations.

1) Numerous multimodal fusion techniques often assume
data-type uniformity across modalities solely for sim-
plicity, neglecting each modality’s unique structural
qualities.

2) Existing feature extraction techniques demonstrate sen-
sitivity to high SNP noise contamination and disregard
distant dynamic brain network node interactions. As a
result, these methods lack the necessary capacity to
capture individual modality features effectively.

3) Current feature fusion methods remain deficient in
simultaneously deriving inter-modal consistency and
between-class discriminability.
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Fig. 1. Schematic of the proposed MA-DFN framework. (a) Brain network and genetic data undergo preprocessing before being utilized as the initial inputs
for subsequent models. (b) Subsequently, two modality-specific feature extraction modules are proposed to learn low-dimensional representations of brain
networks and genetic data, respectively. (c) Next, the learned low-dimensional representations are further extracted with discriminative and consistent features
via the DFN-CorrReg module, where FFN is a feed-forward neural network. (d) Finally, the diagnosis of brain diseases relies on the extracted fusion features
from different modalities.

To tackle these challenges, we propose a novel approach
called modality-aware discriminative fusion network
(MA-DFN). The MA-DFN incorporates two modality-
specific feature extraction modules, which preserve each
modality’s structure and distribution. It also employs a robust
fusion strategy to derive inter-modal consistency and between-
class discriminability essential for MCI diagnosis. The main
schematic of our proposed framework is illustrated in Fig. 1.
In Fig. 1(a), the brain network is formed using the structural
network inferred from sMRI and DTI data, complemented
by node attributes extracted from the blood-oxygen-level-
dependent (BOLD) signal acquired through functional
magnetic resonance imaging (fMRI) scans. Moreover, the
SNP data is derived from genome-wide genotype data.
Subsequently, to extract local features and capture long-range
dependency information from the structural-functional brain
network, we design a graph convolutional network with
an edge-augmented self-attention module (GCN-EASA),
as shown in the first row of Fig. 1(b). Furthermore,
we propose a deep adversarial denoising autoencoder module
(DAD-AE) to capture the intrinsic distribution of SNPs
and mitigate the impact of random noise on identifying
important gene loci, as depicted in the second row of
Fig. 1(b). Finally, we employ a discriminative-enhanced
fusion network with a correlation regularization module
(DFN-CorrReg) to eliminate inter-modal discrepancies
using CorrReg. This module also learns modality-aware
discriminative representations related to diagnostic labels,
while preserving inter-modal similarity features within
classes through multimodal local adaptive discriminant
analysis (MmLADA), as depicted in Fig. 1(c). We evaluate
the effectiveness of MA-DFN on the ADNI neuroimaging
dataset. Extensive experimental results demonstrate that
our proposed method achieves superior classification
performance compared to state-of-the-art methods.
Additionally, MA-DFN can identify regions of interest
(ROIs) indicating brain lesions and risk gene loci, providing
a novel perspective on understanding the pathogenesis of

MCI. The contributions of our work are summarized as
follows.

1) A GCN-EASA was designed to preserve the brain
network topology and capture long-range dependency
features between brain regions, facilitating deep inter-
action between structural and functional brain network
features.

2) The proposed DAD-AE aims to effectively capture the
intrinsic distribution of SNPs while minimizing the
impact of random noise during the identification of
crucial gene loci.

3) By tailoring the DFN-CorrReg module specifically for
the fusion of brain network and SNPs, it effectively
alleviates inconsistent feature interference in multimodal
data while enhancing the clarity of decision boundaries
between samples.

4) Integration of modality-specific and fusion modules into
a unified model MA-DFN with collaborative optimiza-
tion to mutually benefit. Extensive experimental results
on real datasets have validated the effectiveness of
MA-DFN in diagnosing brain diseases.

The remainder of this article is arranged as follows.
Section II provides a summary of the theoretical background
of related work that can support and offer insights into
our rationale. Then, Section III introduces our proposed
method accompanied by a theoretical analysis. Following that,
Section IV presents the experimental results and analysis of
the proposed method on the ADNI dataset. Finally, the further
discussion and conclusion are given in Sections V and VI.

II. PRELIMINARIES

This section primarily introduces essential and pertinent pre-
liminary studies. To facilitate comprehension, Nomenclature
summarizes the notation used in this paper.

A. Graph Convolutional Networks for Brain Networks

The self-organizing patterns of a brain network constructed
by sMRI and DTI data can be depicted by a graph structure,
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which can be represented visually as a weighted graph G =

(V, E, A). The graph depicts ROIs in the brain as nodes V =

{vp | p ∈ 1, . . . , n}, while edges E = {ap,q | (vp, vq) ∈ V ×V }

represent connections between nodes and A ∈ Rn×n denotes
strength of connections between nodes, forming a structural
scaffold for information exchange. Specifically, the attributes
of each node are represented by the row vector hp ∈ R1×d .
The feature matrix H = [h1, . . . , hn] ∈ Rn×d of the graph is
calculated by the Pearson correlation coefficient of the BOLD
signal. The input graphs in the model consist of individual-
level graphs, where each graph has the same number of nodes.

For a given brain network with adjacency matrix A ∈ Rn×n

and the feature matrix H , a single GCN layer [20] can be
expressed as a two-step process: feature transformation (Z′

=

H (ℓ−1)W ) and feature aggregation (H (ℓ)
= ÃZ′). Therein,

Z′ is the output of the feature transformation operation. Ã
is a normalized matrix of the undirected graph G with self-
connected In , i.e., Ã = D̂−(1/2) Â D̂−(1/2) with Â = A + In .
Therein, D̂ is the degree matrix of the correlation with Â. One
common method in brain network analysis is to stack multiple
layers of GCNs and incorporate nonlinear activation functions
fρ(·) between successive layers ℓ to extract the network’s
nonlinear features, which follows the propagation rules:

H (ℓ)
= fρ

(
ÃHℓ−1Wℓ−1). (1)

Based on the preceding theoretical analyses, GCNs can effi-
ciently integrate both anatomical and functional neuroimaging
data, thereby facilitating the exploration of intricate structural
features within brain networks.

B. Multimodal Correlation Learning

The CCA-based subspace learning method serves as a
prominent algorithm for analyzing multimodality imaging
genomics data. Its primary goal is to identify the best linear
transforms W k, k = 1, 2 for both imaging features X1

=

[x1
1 , . . . , x1

N ] and genetic features X2
= [x2

1 , . . . , x2
N ] to max-

imize the total correlation of the low-dimensional embeddings
W k T Xk from two modalities. The energy function is given by

max
W1,W2

1
N

tr
(

W 1T X1 X2T W 2
)

s.t.
1
N

W 1T X1 X1T W 1
=

1
N

W 2T X2 X2T W 2
= I . (2)

The data matrices Xk are assumed to be centered for
simplicity. However, directly applying (2) to deep networks
may impede the alignment of modality-specific patterns in the
common space and the exploitation of end-to-end advantages,
potentially leading to subpar performance of network models
when processing unseen data. An alternative solution is to
embed the CorrReg [34] in the network

LCorrReg := Corr ≈

∑N
j=1

(
y1

j − µ1
)(

y2
j − µ2

)
√

σ 1σ 2 + ϵ
(3)

where the scalar ϵ is included to ensure the stability of the
calculations. Here, yk

j = W k T xk
j , µk

= (1/N )
∑N

j=1 yk
j , and

σ k
=
∑N

j=1( yk
j − µk)2. For output weight matrix W k , (3)

focuses on enhancing the correlation of features by learning

Fig. 2. Illustration of CorrReg fusion layer in extracting the common
components of brain networks and SNPs.

independently each output neuron wk
l , where wk

l denotes the l
column of W k . Importantly, (3) can be seamlessly integrated
into a DNN to create a correlation-regularized fusion layer
optimized through gradient descent (refer to [34] for additional
information). This refinement diminishes modality-specific
noise patterns while amplifying feature correlation across
modalities. By leveraging the advantages of CorrReg, we inte-
grated it into the fusion module of the proposed MA-DFN
method, as illustrated in Fig. 2. This incorporation bolsters
neuronal aggregation and exploits the end-to-end capabilities
of deep models to enhance coherence modeling between brain
networks and SNPs.

III. METHODOLOGY

This section begins with a comprehensive overview of
the modality-specific feature extraction modules, namely
DAD-AE for SNPs and GCN-EASA for brain networks,
followed by an exposition of the multimodal fusion module,
DFN-CorrReg. Subsequently, the comprehensive framework
and rationale behind the MA-DFN methodology are presented.

A. Modality-Specific Module

1) DAD-AE for SNPs: The presence of high-dimensionality
and random noise in SNPs can lead to the occurrence of
risk loci that are not associated with brain disease. Addition-
ally, direct integration of genetic data with brain networks
often results in an influx of noise rather than valuable fea-
tures. Although current autoencoders can successfully achieve
dimensionality reduction, they encounter difficulties in dis-
cerning irrelevant SNPs features for brain disease diagnosis.
To tackle this challenge, a DAD-AE was developed with the
goal of mitigating the adverse effects of SNPs-independent
features on subsequent tasks and preserving the compressed
data’s distribution.

The DAD-AE comprises two key modules: the encoder and
the decoder. The underlying concept behind the architecture
involves a dimensionality reduction operation via an encoder
to generate appropriate low-dimensional features of SNPs,
followed by a dimensionality promotion utilizing a decoder to
maintain the distribution of SNPs. During the training phase
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of the DAD-AE, adversarial learning theory [35] is employed
to reduce the sensitivity of the deep network to perturbations
in SNP data. The DAD-AE takes a vector X as input and
corrupts X to X̃ with a worst case perturbation, represented
as follows:

X̃ = X + α · sign(∇XLC( f2(X), y)) (4)

where α is a learning rate value within the range of [0,1]. The
sign represents the symbolic function. The f2 is a encoder
network classifier. The y is the label of X . The ∇XLC

denotes the partial derivative of LC with respect to X , where
LC is cross-entropy loss (CEL) function. The encoder takes
X̃ as input and generates a low-dimensional representation
h = se(b + W X̃), which is subsequently reconstructed by
the decoder as X ′

= sd(b′
+ W ′h). Therein, se and sd are

the encoder and decoder activation functions. The DAD-AE
parameters are optimized via mean square error (mse) back-
propagation, minimizing the difference between the output X ′

and the input X , as formulated in the following equation:

Lmse =
1
N

N∑
i=1

∥∥xi − x′
i
∥∥2

2. (5)

The low-dimensional representation h obtained by DAD-AE
provides a clear and crucial feature representation of SNPs
while preserving data distribution. Furthermore, this represen-
tation simplifies the fusion of features in subsequent stages.

2) GCN-EASA for Brain Networks: As stated in
Section II-A, GCN provides a methodical approach to
investigating differences in topological properties between
brain networks of individuals diagnosed with MCI from
elderly normal controls. This method has demonstrated its
ability to capture local node features within brain networks,
rather than long-range whole-brain-dependent features.
Although GCNs can alleviate the problem of capturing
long-range dependencies of brain networks by stacking
deeper layers, this can lead to over-smoothing problems
that render the model invalid. To tackle the above issues,
a GCN-EASA module is proposed.

The GCN-EASA module retains GCN’s ability to identify
critical brain regions implicated in diseases by leverag-
ing local neighborhood information, while extending the
original transformer framework [36] via edge-augmented
self-attention module (EASA). This augmentation allows iden-
tifying globally important brain regions within individual brain
networks. The EASA contains node-embedding and edge-
embedding channels, permitting edge information integration
to explore long-range dependent network features. In the node-
embedding channel, edge information is allowed to contribute
to the node aggregation process [24]. This process can be
represented as follows (as shown in Fig. 3):

hℓ
p = Oℓ

h∥
H
h̄=1

∑
q∈Ni

wh̄,ℓ
pq

(
V h̄,ℓhℓ

q

)+ hℓ
p

where, wh̄,ℓ
= softmax

(
Qh̄,ℓ

(
K h̄,ℓ

)T

√
dℓ

+ E h̄,ℓ

)
(6)

Fig. 3. Illustration of GCN-EASA in capturing information about long-range
dependencies of brain networks and structure-function network interactions.
The ⊙ denotes element-wise product.

where the ℓ is the number of layers. The h̄ = 1 to H denotes
the number of attention heads, and ∥ denotes concatenation.
The hℓ

p ∈ Rdh (for 1 ≤ p ≤ n) is the input nodes embedding,
where dh is the node embeddings dimensionality. The ĥℓ

p is
the attentional output. The wh̄,ℓ is the attention matrix. The
Oℓ

h ∈ Rdh×Hn is the learned output projection matrices. The
Qh̄,ℓ, K h̄,ℓ, and V h̄,ℓ

∈ Rn×dh are key, query, and values
generated through linear transformations of the embedding.
The E h̄,ℓ

∈ Rn×n is a concatenation of the learned linear
transformed edge embeddings. In (6), the bias term E h̄,ℓ is
introduced to enhance the impact of edge embedding on atten-
tional processes. This mechanism promotes a deep interaction
between structural and functional brain networks. Furthermore,
the multihead self-attention mechanism of GCN-EASA allows
for unconstrained long-range dynamic interactions between
brain regions, effectively compensating for the limitation
of GCN’s local convolutional aggregation. Subsequently, the
attention output ĥℓ

p is fed into the feed-forward neural network
(FFN) while being combined with the residual connection
to yield the final output Hℓ+1. The positional encoding of
attention is represented by the d smallest non-trivial feature
vectors obtained from the factorization of the graph Laplacian
matrix, i.e., Ã = U T 3U , where 3, U are the eigenvalues
and eigenvectors, respectively. Thus, the positional encoding
of node p is defined as Up[1 : d] [24].

Moreover, the GCN-EASA module integrates an edge
enhancement mechanism, enabling the learning of appropriate
aggregation patterns during training rather than being con-
fined to predetermined patterns. This mechanism indirectly
improves the subsequent aggregation operation of the GCN
and enhances the attentional mechanism’s capability to capture
crucial brain regions globally. Specifically, a set of auxiliary
embeddings {h′ℓ

1 , . . . , h′ℓ
n } is obtained using node embeddings

after FFN. In this context, the pairwise functional profiles
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Fig. 4. Illustration of DFN-CorrReg in enhancing inter-modal consistency
and between-class discrimination of brain networks and SNPs. (a) Inter-modal
consistency. (b) Proposed DFN-CorrReg.

between brain regions p and q are defined as AF
:= (aℓ

p,q) =

sigmoid(e−∥h′ℓ
p −h′ℓ

q ∥
2
2). Despite potential imperfections in the

initial connections of brain structure, they still cover a signifi-
cant number of valuable actual topologies. Thus, the structural
brain network and functional profiles are integrated to con-
struct the edge of task-related brain regions, represented by
the Aℓ+1

= Ã + ϑ AF . Therein, the ϑ is a non-negative
equilibrium parameter that is iteratively updated during the
model’s learning phase.

B. DFN-CorrReg Module

Degenerative disorders are often manifest localized effects
in specific regions of the brain, and these alterations are
significantly associated with genetic variations [37]. One major
drawback of existing algorithms is their indiscriminate integra-
tion of extracted brain network and genetic features, without
distinguishing between specialized and general characteristics.
This lack of differentiation interferes with the decision-making
process of the classifier. To tackle this issue, we propose
a DFN-CorrReg module specifically designed for integrating
brain imaging genomics data. This module consists of two
components, namely CorrReg and MmLADA. The purpose
of CorrReg, as introduced in Section II-B, is to map brain
networks and SNPs into a common space to extract their
correlation information (inter-modal consistency), which is
related to the occurrence and development of degenerative
disorders, as shown in Fig. 4(a). Next, the MmLADA is
proposed to address the under-utilization of labels and local
information in CorrReg, thereby enhancing the effectiveness
and discriminative capability in diagnosing brain diseases
(between-class discrimination), as shown in Fig. 4(b). This
section will focus on a detailed description of the proposed
MmLADA.

The samples from the kth modality, denoted as X k
=

{xk
i j ∈ Rdℓk | i = 1, . . . , c; j = 1, . . . , N k

i ; k =

1, . . . , v}. The proposed method, MmLADA, seeks to learn
a set of linear transformations W ′

= [(w′1)T , . . . , (w′v)T
]
T

that can project the feature representations obtained in the

modality-specific stage onto a common discriminant space.
Meanwhile, MmLADA automatically assigns different weights
to each sample without additional parameters and elimi-
nates inter-modal differences, enabling cross-modal feature
interactions. Through this process, deep multimodal features
projected into a common space are expected to exhibit
compact within-class and inter-modality distributions, while
displaying scattered between-class distributions. Compared to
the method proposed in [38], MmLADA utilizes paired modal
information to maximize between-class differences. Mathe-
matically, the objective function is formulated as follows:

min
w′1,...,w′v

tr
(
S̃W
)
+ β1

∑v
k=1 ∥w′k

∥
2
F

tr
(
S̃T
)
+ β2 tr

(
S̃M
)

s.t.
N k

i∑
l=1

si jl = 1, sijl ≥ 0; j, l = 1, 2, . . . , N k
i (7)

where

S̃W =

c∑
i=1

v∑
k=1

Ni

N k
i∑

j=1

N k
i∑

l=1

sijl
2(xk

i j − xk
il

)(
xk

i j − xk
il

)T
(8)

S̃T =
1
N

v∑
k=1

N k∑
j=1

N k∑
l=1

(
xk

j − xk
l

)(
xk

j − xk
l

)T
(9)

S̃M =

c∑
i

v∑
k=m

N k
i∑

j=1

N k
i∑

l=1

(
xk

i j xmT
il

)
(10)

where S̃T and S̃W denote the total- and within-class scatter
matrices, and the matrix S̃M represents the pairwise correlation
in the same modality of the within-class data. The Ni =∑v

k=1 N k
i represents the total number of samples belonging to

the i th class across all modalities. In (7), the ∥w′k
∥

2
F denotes

Tikhonov regularization, which is employed to enhance the
generalizability of the solutions. The sijl means the weight
between the j th and lth samples in class i . The constraint on
the s is imposed to prevent the occurrence of a trivial solution.
The β1 and β2 are a non-negative parameter.

Formally, the S̃W in the common space can be reformulated
as follows [33]:

S̃W =

[(
w′1
)⊤(

w′2
)⊤

· · ·
(
w′v
)⊤] S11

W · · · S1v
W

...
...

...

Sv1
W · · · Svv

W




w′1

w′2

...

w′v


= W ′T SW W ′ (11)

where the (k, m)th sub-matrix of SW is defined as

(SW )km

=


2

c∑
i=1

Ni

N k
i∑

j=1

N m
i∑

l=1

sijl
2
(

xk
i j

(
xm

i j

)T
− xk

i j

(
xm

il

)T
)

k = m,

−2xk
i j

(
xm

il

)T otherwise.

(12)

Likewise, S̃T and S̃M can be, respectively, rewritten as S̃T =

W ′T STW ′ and S̃M = W ′T SM W ′, where ST and SM are a
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partitioned matrix. The (k, m)th sub-matrix of ST and SM is
given by

(ST)km
=


2

N k∑
j=1

xk
j

(
xm

j

)T
−

1
N

N k∑
j=1

xk
j

N m∑
l=1

(
xm

l

)T

 k = m,

−
2
N

N k∑
j=1

xk
j

N m∑
l=1

(
xm

l

)T otherwise

(13)

(SM)km
=


c∑

i=1

N k∑
j=1

N m∑
l=1

xk
i j

(
xm

il

)T k = m,

0 otherwise.

(14)

Due to the typical nonconvex nature of the aforementioned
optimization problem, a closed-form solution for the general
trace ratio problem does not exist. Thus, an alternate optimiza-
tion strategy is employed to minimize the objective function.

When sijl is fixed, the problem in (7) is converted into

max
w′1,...,w′v

tr
(
W ′T (ST + β2 SM)W ′

)
tr
(
W ′T (SW + β1 I)W ′

) . (15)

The trace ratio problem in (15) can be reformulated
as a generalized eigenvalue decomposition (GED) prob-
lem [39], where the objective is to determine the eigenvalues
{φi |i = 1, . . . , c − 1} and their corresponding eigenvectors
{ωi |i = 1, . . . , c − 1} that satisfy (SW + β1 I)−1ωi = φi (ST +

β2 SM)ωi . Specifically, the φi denotes the i th largest eigenvalue
of the GED, with its corresponding eigenvector ωi , which
is the i th column vector of the matrix W ′. Moreover, the
sets {φi } and {ωi } are the eigenvalues and eigenvectors of
(SW + β1 I)−1(ST + β2 SM), respectively.

The weight matrix W ′ derived from the GED method was
not utilized in the optimization process of the backpropagation
neural network. To address this limitation, we formulated a
novel loss function that leverages eigenvalues to consolidate
the discriminant directions in the feature space. Building
on the theory presented in [39], (7) can be rearranged as
tr(W ′−1(SW +β1 I)−1(ST+β2 SM)W ′) = tr((SW +β1 I)−1(ST+

β2 SM)), which is equivalent to {φi }. However, directly using
φi to guide network parameter updates can result in triv-
ial solutions. Thus, a threshold is introduced to filter out
larger eigenvalues and maximize the number of directions for
each eigenvector. The corresponding discriminative loss (DL)
function is defined as follows:

LDL = −
1
t

t∑
i=1

φi

s.t. {φ1, . . . , φt } = {φi | φi < min{φ1, . . . , φc−1} + ϵ}.

(16)

From the formulation, the proposed model can utilize all
c − 1 available feature dimensions as much as possible,
rather than exclusively maximizing the largest feature values.
By leveraging the eigenvalue-based objective function, the
discriminative information from all projection directions is
maximally preserved for each model in the latent common
space. Meanwhile, the objective function enables end-to-end

training of the network model with backpropagation. This
allows for maximizing the expressive capacity of the neural
network model to fully represent between-class discrepancy
when learning common representations across models.

Fixing W ′, we simplify (7) to the following form:

min
s

c∑
i=1

v∑
k=1

N k
i∑

j=1

N k
i∑

l=1

sijl
2
∥∥∥W ′T (xk

i j − xk
il

)∥∥∥2

2

s.t.
N k

i∑
l=1

sijl = 1, sijl ≥ 0. (17)

According to the optimization strategy proposed by [38],
the optimal value of sijl can be computed as follows:

sijl =
1∑v

k=1

∥∥∥W ′T
(

xk
i j − xk

il

)∥∥∥2

2

×

 N k
i∑

p=1

1∑v
k=1

∥∥∥W ′T
(

xk
i j − xk

ip

)∥∥∥2

2


−1

. (18)

By iteratively updating W ′ and s, MmLADA achieves adap-
tive learning of the local discriminative relationships within
the desired data subspace. Furthermore, the DFN-CorrReg
module seamlessly integrates the local discriminative features
extracted by MmLADA with the global consistency ensured
by CorrReg. This synergy effectively captures brain genetic
salience features pertinent to the task, while alleviating the
challenges associated with capturing brain microtopology and
exploring cross-modal feature fusion.

C. Architecture of the Proposed Network

Fig. 1 illustrates the comprehensive pipeline of the proposed
method, comprising two essential components: modality-
specific feature extraction modules and the DFN-CorrReg
fusion module. The former is responsible for identifying effec-
tive features within each modality. Specifically, GCN-EASA
effectively extracts microstructural information from localized
regions and captures crucial brain regions in the global brain
network. By preserving the underlying brain topology, this
approach enables the exploration of the impact of altered
complex brain interactions on subsequent diagnosis. Moreover,
the GCN-EASA incorporates a DAD-AE, which enhances its
ability to filter redundant features in SNP data while preserving
the original distributional information via the mean-squared
error loss Lmse. The latter component of our proposed method
is the DFN-CorrReg fusion module, guided by LCorrReg and
LDL, which transform the extracted modality-specific features
into a common latent space. This module effectively mitigates
inconsistent features within and between modalities, while
enhancing between-class discrimination. As a result, the final
objective function of MA-DFN, with the introduction of the
classification loss LC , is as follows:

L = min
2
LC + λ1LCorrReg + λ2LDL + λ3Lmse (19)

where the 2 = {W, b} is the model’s parameter. Equation (19)
involves non-negative parameters, namely λ1, λ2, and λ3,
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which play a crucial role in balancing the influence of each
loss term.

IV. EXPERIMENTS

A. Data Collection and Preparation

The subjects used in the experiments were
obtained from the AD neuroimaging initiative (ADNI)
database (www.loni.usc.edu/ADNI), which upheld rigorous
technical standards to ensure data homogeneity and had
licensed our use of these data. To guarantee the credibility
of the results, the data were retained as much as possible
and the number of subjects in different categories was kept
balanced. Concretely, a total of 380 subjects were included in
the study, comprising 235 cognitive normal (CN) individuals
(94 males, 141 females; mean age 74.10 ± 7.58 years), and
145 individuals with MCI (84 males, 61 females; mean age
74.49 ± 7.42 years). These subjects were selected from the
original ADNI database.

B. Quality Control

This study undertook a joint analysis of brain network
and genomics data derived from the ADNI dataset, focusing
on four specific modalities: T1-weighted sMRI, resting-state
functional MRI (rs-fMRI), and DTI scans, as well as SNPs.

For T1-weighted MRI, the field of view (FOV) is 240 ×

256×208 mm, and the voxel size is isotropic at 1.0 mm, TR =

2.3 s. The diffusion MRI data was collected in 54 gradient
directions with FOV 232×232×160 mm, voxel size 2.0 mm
isotropic, TR = 7.2 s, and TE = 56 ms. The rs-fMRI data
included 197 vol, with a 220 × 220 × 163 mm FOV and
voxel size was 3.3 mm isotropic, TR = 3 s, TE = 30 ms,
and flip angle = 90◦. Genetic data was sequenced using
high-throughput sequencing, with the ADNI dataset providing
sequencing file formats including variant call format (VCF)
and binary alignment map (BAM). In addition, appropriate
preprocessing of the data was performed at the outset to
enhance data quality.

For the brain network data, a standard preprocessing step
was taken. Skull-stripping was performed on three modalities,
and T1 and rs-fMRI were registered to DTI space using
FLIRT in the FMRIB software library (FSL) [40]. The rs-fMRI
images underwent spatial smoothing, slice-time correction,
temporal prewhitening, global drift removal, and bandpass
filtering (0.01–0.1 Hz) using the FEAT command in FSL. The
DTI images were eddy-corrected using FSL and fiber-tracked
by MedINRIA [41]. T1-weighted images were registered
to DTI space using FSL FLIRT and segmented using the
FreeSurfer package [42]. The Destrieux Atlas [43] was then
used to partition the cerebral cortex into 148 regions, which
served as the basis for constructing the structural connectivity
matrix A. Weights were assigned based on the number of fibers
connecting each pair of regions. Functional connectivity was
estimated using the Pearson correlation coefficient between
the BOLD time series obtained from two ROIs identified in
rs-fMRI data.

In SNP data processing steps, we followed the canonical
PLINK (version 1.90) [44] whole genome association analysis

pipeline. Specifically, the raw whole-genome genotype data
from the ADNI dataset was consolidated into a single dataset
comprising 1 540 335 SNPs from 1877 subjects. During the
subsequent quality control, any SNPs with a missing genotype
rate exceeding 0.001 were removed, as were any SNPs with a
minor allele frequency of less than 0.1. Additionally, SNPs that
did not match the brain network data were also excluded. The
Hardy–Weinberg equilibrium (HWE) checking steps filtered
out any SNPs with significant deviations at a P-value of 0.001.
Finally, across 380 subjects, the remaining 26 885 SNPs were
used to compute a simple additive effect for each SNP locus
based on its variant type, without any phenotype information
involved. Each SNP value is coded as 0, 1, or 2 in an additive
manner for the model inputs, indicating the number of minor
alleles. Such data could be directly utilized to train deep
learning models.

C. Comparative Methods and Settings

To evaluate the effectiveness of the MA-DFN model in
classifying CN and MCI, we conducted a comparative experi-
ment using the ADNI dataset. The comparison methods were
categorized into four groups as follows.

1) Baselines: Linear discriminant analysis (LDA),
Adaboost, and Lasso [14].

2) Multimodal Correlation Analysis: Canonical correlation
analysis (CCA) [45], FDR-corrected sparse canonical
correlation analysis (FDR-CSCCA) [16], sparse mul-
timodal multitask learning (SMML) [46], improved
multitask sparse CCA (IMTSCCA) [47].

3) Non-geometric deep learning: Stage-wise deep neu-
ral network (SWDNN) [48], genetic and multimodal
imaging data using neural-network designs frame-
work (G-MIND) [27], Grad-CAM-guided convolu-
tional collaborative learning (GCAM-CCL) [15], deep
canonically correlated sparse autoencoder (DCCS-AE)
[49], deep collaborative learning (DCL) [50], deep
generative-discriminative learning (DGDL) [29], super-
vised deep generalized CCA (SDGCCA) [51], imaging
genetic deep neural network system (IGNET) [28], deep
self-reconstruction sparse CCA (DS-SCCA) [52], and
multiview LDA network (MLDA) [33].

4) Geometric deep learning: Brain imaging genetics
by graph neural network (BIG-GRAPH) [17], edge-
variational graph convolutional network (EV-GCN)
[20], multimodality multiview graph representations
and knowledge embedding (MMGK) [21], graph trans-
former (GTF) [24], and brain network transformer
(BRAINNETTF) [25].

1) Data Settings and Metrics: In this experiment, the orig-
inal dataset was divided into a training set comprising 80%
of the data and a test set consisting of the remaining 20%.
Subsequently, a fivefold cross-validation was conducted on the
training set to evaluate both our method and the comparative
methods. The trained model was then applied to the test
dataset. The experiment was repeated independently ten times
to ensure robustness. The experimental results were recorded
to assess the statistical power of our method compared to other
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methods. Five evaluation metrics were employed to measure
the algorithm’s performance, including accuracy (ACC), recall,
precision, area under the ROC curve (AUC), and F1-score.

2) Model Settings: The proposed MA-DFN model in this
study leverages data from two distinct modalities: brain net-
works and SNPs. To accommodate each modality, specialized
designs are incorporated into the networks during their respec-
tive modules. The feature extraction module for the brain
networks comprises two alternating layers of GCN and EASA,
respectively. Similarly, the DAD-AE module is employed to
extract low-dimensional features from the SNP data. This
module consists of four FFN layers, with two dedicated
to encoding and the remaining two focused on decoding.
Additionally, the DFN-CorrReg module incorporates CorrReg
and MmLADA, including five FFN layers. Ultimately, clas-
sification is executed using an FFN layer and the softmax
function. The loss function optimizer is Adam. The model
undergoes training for 100 epochs with an initial learning
rate of 1e−3. Regularization is implemented by incorporating
an initial weight decay of 1e−4. Hyperparameter selection is
conducted automatically using the open-source toolkit Optuna.
To ensure the fairness of the experiment, empirical adjustments
were made to the parameters of both MA-DFN and the other
methods used for comparison. Furthermore, a paired-sample
T -test was conducted to compare our proposed method with
the suboptimal comparison methods. The symbol ⋆ indicates
that the proposed method’s results have significant differences
(p-value < 0.05) compared to the suboptimal algorithm.

D. Experimental Results in the ADNI Dataset

This section aims to evaluate the diagnostic performance
of the proposed method in brain imaging genomics data.
The experimental results for each method are summarized in
Table I. From Table I, it can be observed that the proposed
algorithm has superior performance in terms of accuracy,
AUC, and F1-score compared to other methods. The strik-
ing results well demonstrate the usefulness of the proposed
method, highlighting its potential in processing multimodal
data involving complex brain networks and high-dimensional
SNPs for diagnosing brain diseases. Additionally, the follow-
ing conclusions can be drawn from Table I.

First, MA-DFN outperforms non-geometric deep learning
methods in almost all classification metrics. Specifically, DS-
SCCA is considered as the optimal geometric deep learning
method in our experiments. However, our proposed MA-DFN
significantly superior to DS-SCCA, achieving improvements
of 5.8%, 8.2%, 3.8%, 5.7% and 6.5% in terms of accuracy,
recall, precision, AUC, and F1-score, respectively. The con-
sistency improvement arises from the separate consideration
of brain networks and SNP data structure differences in the
MA-DFN method, instead of treating all modalities as a
uniform vector structure like non-geometric deep learning
methods. Thus, non-geometric deep learning methods present
challenges in their application to data with geometric charac-
teristics, especially brain network data. These challenges can
lead to the extraction of inaccurate features by the models,
ultimately impacting the diagnosis of brain diseases. Contrast-
ingly, MA-DFN designed two modules, namely GCN-EASA

and DAD-AE, which exhibit excellent adaptability to brain
networks and SNP data existing topological differences. This
means that the feature representations learned by MA-DFN
are not only more accurate but also possess geometrically
meaningful properties.

Second, MA-DFN exceeds both EV-GCN and BIG-GRAPH
by a large margin in all metrics except recall. For instance,
in the CN versus MCI task, there were observed gaps of
3.8% and 2.9% in diagnostic accuracy. The primary reason is
that the EV-GCN and BIG-GRAPH overlook the importance
of long-range dependent features between brain regions and
the interference of noise from SNPs. The EV-GCN and BIG-
GRAPH assume that all SNP loci are beneficial for brain
disease diagnosis and construct them into graph data, which is
then combined with the brain network and fed into the GCNs
model. However, the above algorithms only emphasize the
ability of GCNs to preserve the topological characteristics of
the data, ignoring the limitations of information transmission
between nodes. Despite the ability of GTF and BRAINNETF
to reduce the limitation of information transmission between
long-range nodes of GCNs, all of them suffer from perfor-
mance degradation due to the difficulty of effectively mining
local and discriminative features of brain networks. Addition-
ally, the direct integration of brain networks with SNP data
may result in the issue of excessive noise mixing. As a result,
the aggregated information from the nodes may not always
be useful, impeding the performance of the GCNs model.
In contrast, the MA-DFN model incorporating DAD-AE and
GCN-EASA achieves the desired classification performance
by effectively suppressing noise and fully exploiting both local
and global features.

Third, the MA-DFN with MLDA method underperforms
the MA-DFN with MmLADA method across all four metrics:
accuracy, recall, AUC, and F1-scores. This discrepancy stems
from MmLADA’s ability to adaptively learn the local data
structure in the subspace and improve the inter-modal similar-
ity of within-classes. Additionally, the MA-DFN model with
MmLADA outperforms the CCA-only method by a significant
margin. The unsatisfactory performance of CCA-based method
can be attributed to the challenge posed by the intra-modal
heterogeneity and lack of between-class discriminability,
as demonstrated in Fig. 4. Simply maximizing the inter-modal
consistency feature is insufficient to effectively address this
issue. In contrast, the MA-DFN employs the DFN-CorrReg
module that incorporates CorrReg and MmLADA. This mod-
ule not only maximizes the consistency inter-modal but also
effectively resolves the issue of ambiguous decision bound-
aries. Furthermore, experimental results also demonstrate the
strong performance of MA-DFN, highlighting its practical
value.

E. Parameter Sensitivity

As stated in Section III-C, building a multimodal diagnostic
model for brain diseases involves optimizing three hyperpa-
rameters, namely λ1, λ2, and λ3. Given that λ1 and λ2 are
involved in the modality fusion subproblem and λ3 corre-
sponds to the subproblem of reconstruction, these parameters
can be analyzed in two groups. Specifically, we analyzed λ1
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TABLE I
PERFORMANCE COMPARISON OF DIFFERENT CLASSIFICATION METHODS FOR CN VERSUS MCI

Fig. 5. Sensitivity analysis of the MA-DFN regarding (a) and (b) hyperpa-
rameters λ1, λ2, and λ3, (c) number of attention heads H and layers L, and
(d) MmLADA parameters β1 and β2.

and λ2 while keeping λ3 fixed and analyzed λ3 while keeping
λ1 and λ2 fixed. This approach allowed us to observe the
impact of these factors on the model’s accuracy. Additionally,
the diagnostic performance of the model is influenced by
the number of attention heads (H) and layers (L) in GCN-
EASA, as well as the parameters β1 and β2 of MmLADA.
Therefore, this experiment focuses on examining the effects of
these parameters on the final classification results. Specifically,
two sets of CN versus MCI classification experiments were
conducted using the ADNI dataset. These experiments utilized

a grid search method to determine the optimal range of
parameters within a predetermined range, which ultimately led
to achieving the highest classification accuracy for the model.
These results are reported in Fig. 5.

According to the experimental results presented in Fig. 5(a),
MA-DFN exhibits a relatively stable accuracy score within a
specific range. Additionally, Fig. 5(a) demonstrates that the
model achieves higher classification accuracy with λ1 ranging
from 1e−4 to 1e−5 and λ2 ranging from 1e−2 to 1e−3. Notably,
the discriminative hyperparameter values λ2 are larger than
the consistent hyperparameter values λ1. This suggests that the
proposed MmLADA facilitates the model to better differentiate
brain disease characteristics, while CorrReg ensures that the
model captures commonalities. Based on the results presented
in Fig. 5(b), it can be concluded that the model has good accu-
racy when the value of λ3 is within the range of [0.0001, 0.01].
Fig. 5(c) illustrates the classification accuracy of MA-DFN
on the CN versus MCI task while varying the values of H
and L. It is observed that using larger values for L introduces
additional noise, leading to a decrease in the performance of
the model. Setting a smaller value for H limits the model’s
expressiveness. We recommend setting L within the range of
[1, 2] and H within the range of [2, 4]. Fig. 5(d) reveals that
the model performs relatively better when β1 is in the range
of [0.001, 0.1] and β2 is in the range of [0.0001, 0.00001].
In summary, the MA-DFN model has relatively stable ACC
scores within a specified range.

F. Model Overfitting Strategies

One consensus in the deep learning community is that
obtaining a good representation of the data for classification
tasks via more nonlinear hidden layers is crucial. However,
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Fig. 6. Convergence curve of loss.

in the case of brain imaging genomics, the availability of a
limited training sample size can lead to model being suscepti-
ble to overfitting. Although data augmentation has the potential
to improve the classification accuracy of the model, it can also
introduce unpredictable effects on brain networks and SNPs.
Thus, this strategy was not included in the experiment. The
primary focus of our efforts to prevent overfitting lies in the
model’s architecture and the training process. On the one hand,
the model incorporates batch normalization, dropout, and early
stopping strategies to mitigate the issue of overfitting. On the
other hand, the model enhances robustness through the design
of the DFN-CorrReg modules, enabling it to uncover essential
features related to the classification task within the suitable
hidden layers. Fig. 6 shows the convergence curves of both
the training and test datasets. As depicted in Fig. 6, the loss of
the test dataset exhibits no significant increase and maintains
a steady-state gap with the training set. This observation
indicates that despite limited training samples, the proposed
method still exhibits strong generalization abilities.

G. Ablation Studies for MA-DFN

The proposed MA-DFN encompasses four innovative
modules, namely GCN-EASA, DAD-AE, MmLADA, and
CorrReg, with the aim of enhancing the performance of
existing brain imaging genomics classifications. To evaluate
the efficacy of each module in diagnosing MCI, we conducted
an ablation experiment. The results of the experiment are
displayed in Table II. The table uses ✓ to indicate that the
module is utilized, while × denotes that it is not implemented.

Table II reveals that the proposed MA-DFN, which com-
prises four module combinations, significantly outperforms all
other combinations across all metrics with respect to MCI clas-
sification. Furthermore, each module demonstrates enhanced
performance in detecting MCI, which serves as evidence for
the efficacy of our design. During the modality-specific mod-
ule, the GCN-EASA and DAD-AE modules extract important
features of brain networks and SNPs for classification tasks,
resulting in a minimum of 1% improvement in accuracy
when compared to models without these modules. Moreover,

TABLE II
CLASSIFICATION PERFORMANCE OF MA-DFN FOR ABLATION

EXPERIMENT OF CN VERSUS MCI

the DFN-CorrReg module demonstrates superior classification
performance compared to a simple concatenation approach.
This is primarily because the DFN-CorrReg module effectively
improves the model’s ability to capture discriminative features
relevant to the diagnostic task by suppressing discrepant
features between brain networks and genetic data. Further-
more, the seamless integration of the MmLADA and CorrReg
modules of DFN-CorrReg into the model effectively addresses
the challenges related to ambiguity and weak generalization in
brain imaging genomics classification tasks.

H. Effectiveness of Multimodal Fusion

Integrating multimodal brain networks and genetic data has
become an increasingly popular research field. By linking
these modalities together, researchers can facilitate the dis-
covery and accurate prediction of biomarkers associated with
MCI. To verify the efficacy of the proposed method for fusing
multimodal data, the ablation experiments were conducted
on the ADNI dataset to analyze the impact of unimodal
features and their combined fusion. In unimodal experiments,
the MA-DFN method retained the modality-specific module
relevant to the input modality and performed the disease
diagnosis using the FFN in conjunction with the necessary
loss function. Similarly, the SWDNN and G-MIND methods
utilized similar settings to the MA-DFN algorithm in the
unimodal task, whereas LDA and Adaboost did not require
additional settings. The experimental outcomes are presented
in Fig. 7.

Based on the classification results shown in Fig. 7, the
proposed MA-DFN method surpasses unimodal data in all
classification metrics when applied to multimodal data. This
result confirms the essential role of multimodal data in the
diagnosis of brain diseases and demonstrates the algorithm’s
effectiveness in dealing with heterogeneous multimodal data.
Additionally, Fig. 7(a) and (b) illustrates that MA-DFN out-
performs the comparison method in analyzing unimodal data.
This finding implies that the modality-specific module of MA-
DFN effectively learns alterations in brain network topology
and diagnostic-related gene loci. Furthermore, the results in
Fig. 7 demonstrate that shallow machine learning algorithms,
such as LDA and Adaboost, struggle to mine meaningful
features across modalities on multimodal data, highlighting
the limitations of shallow machine learning algorithms. In con-
trast, deep learning approaches, like SWDNN and MA-DFN,
outperform unimodal classification and achieve superior fusion
results for multimodal data. Moreover, MA-DFN yields an
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Fig. 7. Investigating the impact of multimodal dataset in brain imaging
genomics on model performance. (a) Brain network dataset. (b) SNP dataset.
(c) Brain network+SNP dataset.

accuracy score improvement of approximately 2.4% com-
pared to shallow machine learning methods. Moreover, it was
observed that SWDNN produced inferior classification results
compared to our proposed MA-DFN. This phenomenon could
potentially be attributed to the difficulty of SWDNN in elim-
inating modality-specific redundant features, which can lead
to ineffective integration of multimodal features. Additionally,
there may also be a lack of a suitable fusion mechanism to
effectively integrate multimodal features, ultimately resulting
in a decline in overall performance.

Upon reviewing Fig. 7(a)–(b) and (c) in conjunction,
an intriguing observation was made. The MA-DFN algorithm
[see Fig. 7(a) and (b)] that utilizes only unimodal data out-
performs most of the multimodal algorithms [see Fig. 7(c)]
in terms of ACC, AUC, and F1-score metrics. Two potential
explanations emerge as prominent factors. A plausible expla-
nation is that the MA-DFN is able to more efficiently capture
modality-specific crucial information compared to other algo-
rithms during the feature extraction phase. Another draws on
the feature fusion viewpoint. A straightforward fusion of brain

Fig. 8. Spatial locations of the top-20 significant brain regions. (a) CN-MCI
significant regions. (b) List of top-20 significant brain regions from (a).

networks and SNPs is susceptible to noise and data hetero-
geneity. To address this issue, the introduction of MmLADA
and CorrReg in the fusion stage significantly improved MCI
classification outcomes. This outcome emphasizes the criti-
cality of MA-DFN in effectively extracting features from each
modality and aggregating them into a common latent subspace
with both discriminative and consistent features.

V. DISCUSSION

A. Discriminative Brain Regions

This section aims to assess the effectiveness of GCN-EASA
in pinpointing discriminative brain regions. To achieve this
goal, a systematic analysis of the brain information revealed
by attention was performed at the group level. All the results
presented in this section are derived from the testing dataset.

To examine the robust association between the critical brain
regions identified by GCN-EASA and the progression of
neurodegenerative diseases, a statistical multivariate t-test was
employed to discern significant brain regions (p-value < 0.01)
distinguishing CN from MCI. The top-20 significant brain
regions identified by GCN-EASA were projected onto the
cortical surface, as illustrated in Fig. 8(a). Fig. 8(b) displays
the information regarding the significant brain regions (nodes),
with the table being organized based on descending order
of brain region significance. Therein, brain regions linked to
default mode networks (DMNs) are highlighted in red, while
those not associated are marked in blue.

Fig. 8 displays multiple regions within the frontal gyrus,
specifically superior frontal sulcus [53]. The findings from
these visualizations and other identified regions have been
extensively documented in numerous ADNI reports. One
notable observation is that the high significance observed in the
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TABLE III
LIST OF TOP-15 RISK SNPS LOCUS

postdorsal, angular [54], and subparietal [55] regions, aligning
with current findings in AD diagnosis. Specifically, subparietal
regions are known to have a critical role in face recognition
and memory, and greater brain atrophy has been observed
among patients in the early stages of AD. Accordingly,
the proposed GCN-EASA module is capable of identifying
subject-specific pathological regions.

B. Identification of Risk SNP Loci Associated With MCI

The identification of risk SNP loci is crucial for
computer-assisted early diagnosis of AD. For this purpose,
the MA-DFN approach was utilized to investigate risk SNP
loci with potential biological significance. These loci have
been identified as biomarkers that impact early neurological
disorders. In this study, the weights of the first layer in
the DAD-AE module are crucial for identifying key SNPs
that are relevant to the final classification task. To obtain
reliable results, we used 10-fold cross-validation to average the
weights of the first layer. Subsequently, we selected the SNP
loci corresponding to the top-15 weights as potential disease-
related biomarkers. Table III presents a summary of the top-15
risk SNP loci, which have the highest degree of differentiation
and influence for the CN versus MCI task. The table comprises
4 columns with information including SNPs IDs, risk alleles,
overlapping or closest genes, and chromosome (CHR).

Table III shows that our proposed method has successfully
identified the top-15 SNPs significantly associated with MCI
progression. Among them, APP and APOE have been iden-
tified as being associated with the developmental process of
MCI [56]. BIN1, ABCA7, and SLC4A4 were identified as
the major susceptibility genes for MCI [57]. Therein, BIN1
contributes to the deregulation of early endosomal size, which
is a hallmark of early MCI pathophysiology. These risk SNP
loci pertaining to MCI exemplify the proposed algorithm’s
capability to enhance the diagnosis of brain diseases by
effectively characterizing the data.

VI. CONCLUSION

This work developed an MA-DFN for brain imaging
genomic-assisted diagnosis. The critical distinction between

the work presented here and that proposed in recent mul-
timodal deep learning frameworks is the combination of
intra-modal geometric properties, inter-modal local discrim-
inability, and consistency. Multimodal brain imaging genomics
datasets are often complex, thus raising the critical question of
how to faithfully describe the true structure of the data for clas-
sification purposes. One can easily apply the standard GCNs
to brain network data without considering the node-structure
feature relationships and long-range dependencies between
brain regions. To address this, the proposed GCN-EASA
module effectively captures long-range dependencies between
brain regions and extracts valuable structural information from
brain networks to support downstream tasks. Additionally,
a DAD-AE has been introduced to capture the distribution
of SNP data and mitigate the impact of irrelevant noise on the
identification of important gene loci. Moreover, the MA-DFN
approach uniquely maximizes the utility of multimodal data,
unlike existing joint imaging genomics multimodal diagnostic
methods that fail to simultaneously exploit the consistency
and discriminatory nature of multimodality. The MA-DFN
method achieves this by incorporating a DFN-CorrReg mod-
ule, which projects multimodal features into a common
space. In this common space, intra-class and inter-modal
samples are expected to be both compact and correlated,
while between-class samples should be distinguishable. The
experimental results demonstrate that the proposed method’s
accuracy on ADNI imaging genomics data surpasses current
state-of-the-art methods.
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