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Abstract— Quality prediction is beneficial to intelligent inspec-
tion, advanced process control, operation optimization, and
product quality improvements of complex industrial processes.
Most of the existing work obeys the assumption that training
samples and testing samples follow similar data distributions.
The assumption is, however, not true for practical multimode
processes with dynamics. In practice, traditional approaches
mostly establish a prediction model using the samples from the
principal operating mode (POM) with abundant samples. The
model is inapplicable to other modes with a few samples. In view
of this, this article will propose a novel dynamic latent variable
(DLV)-based transfer learning approach, called transfer DLV
regression (TDLVR), for quality prediction of multimode pro-
cesses with dynamics. The proposed TDLVR can not only derive
the dynamics between process variables and quality variables
in the POM but also extract the co-dynamic variations among
process variables between the POM and the new mode. This
can effectively overcome data marginal distribution discrepancy
and enrich the information of the new mode. To make full use
of the available labeled samples from the new mode, an error
compensation mechanism is incorporated into the established
TDLVR, termed compensated TDLVR (CTDLVR), to adapt to
the conditional distribution discrepancy. Empirical studies show
the efficacy of the proposed TDLVR and CTDLVR methods in
several case studies, including numerical simulation examples and
two real-industrial process examples.

Index Terms— Dynamic latent variable (DLV), LV regression,
multimode processes, quality prediction, transfer learning.

I. INTRODUCTION

WITH the increasing development of process industries
toward high integration, multimode processes have

played an important role in responding to diverse market
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demands and agile manufacturing. During the multimode
operations, various products with different specifications or
grades are produced by adjusting the proportion of ingredients
or operating conditions. The quality variables are usually
obtained by offline laboratory analysis, rather than online
measurement. The grade changeover may result in large over-
shoots, long settling times, and increased off-grade products.
Quality prediction is, therefore, essential to intelligent inspec-
tion, advanced process control, and operation optimization of
the multimode processes. In general, the difficulties of estab-
lishing the first-principles model of the multimode processes,
particularly the short-time mode with a few labeled samples,
hinder the application of model-based approaches. By contrast,
data-driven quality predictions have received much attention
over the past decades [1], [2], [3], [4].

Data-driven quality predictions are mainly built from latent
variable (LV) models that extract useful features by performing
dimension reduction [5], [6], such as principal component (PC)
regression [7], partial least square (PLS) [8], [9], canonical
correlation analysis [10], slow feature analysis [11], [12].
To conduct complex nonlinear characteristics, kernel exten-
sion [13], Gaussian process model (GPM) [14], and least
square support vector regression [15], as well as convolutional
neural networks and long short-term memory networks in [16]
and [17], have been applied for quality prediction of nonlinear
processes [18], [19], [20]. The above methods are unimode
modeling provided that training samples and testing samples
follow the same distributions. This assumption is, however,
not true for multimode processes. This complex characteristic
motivates multimode modeling.

Multimodel approaches in [21] and just-in-time learning
(JITL)-based approaches in [22] and [23] are popular for
multimode processes. The multimodel approaches decompose
a complex global model into multiple simple sub-models.
However, they require abundant labeled samples collected in
each operating mode to establish sub-models. In addition,
mode division and matching are necessary. The JITL-based
approaches use limited historical samples most similar to the
ones of a new mode to establish quality prediction models.
They are inapplicable when the number of labeled samples
is insufficient for the new mode. Due to frequent changes in
operating modes, it may be unable or expensive to acquire
enough labeled samples for a specific mode.

As an alternative method, transfer learning (TL) in [24]
and [25] has gained attention. TL approaches including deep
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TL [26], [27], [28], [29], [30] and multisource TL [14], [31],
[32] can effectively handle cross-domain learning by reducing
data distribution discrepancy in [33], [34], [35], and [36].
For a specific operating mode with a few labeled samples,
TL provides an effective way to transfer useful information
from other operating modes with abundant labeled samples
for quality prediction. The principal operating mode (POM)
with abundant labeled samples in multimode processes is
considered the source domain, and the new mode with a few
labeled samples is considered the target domain for the TL.
Transfer component analysis (TCA) in [37] and correlation
alignment (CORAL) in [38] are popular unsupervised TL
methods, but they may extract the transferred features not
relevant to the labels. Supervised TL methods have been
carried out recently. For example, the paper [26] proposes
a deep probabilistic transfer learning-based quality predic-
tion with missing data. The paper [28] proposes a deep
subdomain learning adaption network for quality prediction.
The work of [39] proposes a domain transfer functional-link
neural network for quality prediction of nonlinear processes.
A GPM-based transfer learning method that adopts a weighted
threshold to extract transferable information from multisource
domains is proposed in [14]. Moreover, inspired by adversarial
learning with good feature distribution representation ability,
the paper [40] proposes a domain-adversarial neural network
(DANN) to extract the shared features between different
domains. Subsequently, the DANN-based quality prediction
method has been proposed for a power plant in [41]. Also,
a sample-based domain adaptation transfer learning method for
quality prediction has been developed for multigrade chemical
processes [42]. To further conduct distribution discrepancy
among domains, an adversarial TL is developed in [43].
A domain-invariant PLS (di-PLS) with a domain regularization
is developed to align feature distribution in the LV space [34].
Also, a heterogeneous transfer learning regression method
called domain-adaptation joint PLS has been developed in [35]
to handle dimension differences between the source domain
and the target domain. To the best of our knowledge, however,
most of the traditional TL-based quality prediction methods
are developed based on static models.

The practical industrial processes normally operate dynam-
ically whose dynamics come from the inertia units and
closed-loop control. The dynamic processes generate auto-
correlated and dynamically cross-correlated high-dimensional
time series. Incorporating dynamic modeling in transfer learn-
ing is beneficial to quality prediction. Some recent work
has been investigated to address the process dynamics in
transfer learning, such as transfer linear dynamic system
(TLDS) [44], transfer slow feature analysis (TSFA) [45], and
transfer dynamic GPM [36]. While TLDS is an unsuper-
vised TL method for process monitoring, TSFA and transfer
dynamic GPM are supervised methods for quality prediction.
TLDS develops a dynamic probabilistic LV model that cap-
tures the shared dynamic relations between the source domain
and the target domain without using quality data. Among
these supervised TL models, transfer dynamic GPM is a
parameter-based TL method for quality prediction of nonlinear

dynamic processes by using a time-lagged augmentation
matrix to capture dynamics. However, data augmentation not
only encounters the curse of dimensionality problems leading
to high computational complexity but also has difficulty in
accurately extracting domain-shared dynamic features. TSFA
obtains transferred dynamic features for quality prediction
in a multisource domain scenario. However, TSFA weights
multiple separate dynamic features extracted from different
domains rather than extracting domain-shared dynamic fea-
tures by feature distribution alignment.

The above TL methods cannot fully explore and transfer
the co-dynamic variations with a reduced dimension hidden
in the source domain and the target domain. Since dynamic
processes are naturally driven by low-dimensional dynamic
latent variations, the common (or transferred) dynamic LV
(DLV) between the source domain and the target domain
should be extracted from the reduced-dimensional subspace
instead of the original data space. DLV modeling provides an
effective way to extract low-dimensional dynamic variations.
For example, dynamic PLS use augmentations of original
variables to extract the DLV by the PLS algorithm. However,
the augmented matrix introduces a complex model structure
with a large number of parameters. In addition, the extracted
LVs may not be necessarily dynamic and do not sequence in
predictability. In order to derive a compact dynamic model
with DLV sequenced in predictability, dynamic-inner PLS
(DiPLS) and dynamic-inner canonical correlation analysis
(DiCCA) have been developed [9], [46]. Nevertheless, DiPLS
and DiCCA cannot avoid the performance degradation caused
by insufficient labeled samples.

The efficient extraction of representative domain-invariant
dynamic features is beneficial to the performance improvement
of the quality prediction of multimode processes. However,
the common DLV between various operating modes can be
different from the most predictive DLV extracted by the above
DLV methods. The possible difference makes the dynamic
extension of transfer learning not straightforward. The work
of [47] proposes to incorporate TL with dynamic PLS to deal
with the concept drift problem with different data distributions.
However, the transfer of dynamics among process data is not
involved and the available labels of the new operating mode
are not used. Transfer learning in the DLV framework for
quality prediction of a new operating mode with a few labeled
samples remains a challenge.

The major contributions of this article are twofold: 1) by a
concurrent decomposition, the dynamics between process vari-
ables and quality variables in the POM, and the co-dynamic
variations among process variables between the POM and
the new mode are extracted to achieve a reduced marginal
distribution discrepancy for quality prediction. 2) To make
full use of the newly collected labeled samples in the new
operating mode to address conditional distribution discrepancy
with the POM, an error compensation mechanism is integrated
into the TDLVR algorithm to propose a compensated TDLVR
(CTDLVR) method. Note that the transfer from the dynamic
operation of a steady state to another one for quality prediction
is the major concern of this work. The process dynamics

Authorized licensed use limited to: Hong Kong Baptist University. Downloaded on May 04,2024 at 15:00:35 UTC from IEEE Xplore.  Restrictions apply. 



YANG et al.: TRANSFER DYNAMIC LATENT VARIABLE MODELING FOR QUALITY PREDICTION OF MULTIMODE PROCESSES 6063

mentioned in this work are autocorrelation and cross-dynamic
relations among the process data, but not the ones during the
nonsteady/transition stage.

The remainder of this article is organized as follows.
Section II makes an overview of the relevant work of
the DLV method. The proposed TDLVR algorithm and
its implementation are presented in Section III. A new
CTDLVR for conditional distribution discrepancy adaptation
is proposed in Section IV. In Section V, the proposed meth-
ods are demonstrated by numerical simulation examples and
two real-industrial processes. Finally, Section VI gives the
conclusions.

II. OVERVIEW OF DYNAMIC LATENT
VARIABLE MODELING

To extract reduced-dimensional DLVs from high-
dimensional process data and quality data, DLV modeling
methods, including DiPLS and DiCCA, were proposed in [9]
and [46]. DiPLS not only extracts dynamic relations between
the process scores and predicted quality scores but also
keeps the consistent outer model structure with the inner
model. The DLV is to extract a dynamic latent relation as

uk = β1tk + β2tk−1 + · · · + βs tk−s+1 + rk (1)

where tk and uk are the latent scores of process variables and
quality variables, respectively. rk and s are the residual and
dynamic order, respectively. The latent scores tk and uk are
obtained by projecting the original variables as

uk = y⊤

k q
tk = x⊤

k w (2)

where xk ∈ ℜ
m and yk ∈ ℜ

p represent the process data
and quality data vectors at time instant k, respectively. w
and q are the weights for process variables and quality
variables, respectively. For each LV, the inner model prediction
is described as

ûk = x⊤

k wβ1 + · · · + x⊤

k−s+1wβs

=
[
x⊤

k x⊤

k−1 · · · x⊤

k−s+1

]
(β ⊗ w) (3)

where β = (β1, . . . , βs)
⊤ and ⊗ denotes the Kronecker

product. DiPLS maximizes the covariance between uk and
ûk , while DiCCA maximizes the correlation. The objective
of DiPLS is as

max
q,w,β

1
N − s + 1

N∑
k=s

q⊤yk
[
x⊤

k x⊤

k−1 · · · x⊤

k−s+1

]
(β ⊗ w).

(4)

In Eq. (4), q, w, and β are used to project the original
process data and quality data space into latent dynamic sub-
space in a reduced dimension. An iterative algorithm is used
to solve the above-mentioned optimization problem. By doing
this, the latent relations are extracted and used to calculate
the predicted quality for a sample. The detailed algorithm of
DiPLS and DiCCA can be found in [46].

III. PROPOSED TDLVR FOR QUALITY PREDICTION OF
MULTIMODE PROCESSES

A. TDLVR Objective

Suppose Nsrc samples are available for the POM (i.e., source
domain) as {Ssrc} = {Xsrc, Ysrc}, where {Xsrc} = {xsrc,i ∈

ℜ
m
}

Nsrc
i=1 and {Ysrc} = {ysrc ∈ ℜ

p
}

Nsrc
i=1 denote the process and

quality variables with Nsrc samples, respectively. Meanwhile,
the new mode (i.e., target domain) has unlabeled samples
{Star} = {Xtar}, where {Xtar} = {xtar,i ∈ ℜ

m
}

Ntar
i=1 denotes the

process variables with Ntar samples (Nsrc ≫ Ntar). The original
data matrices are represented as

Xsrc =
[
xsrc,1, xsrc,2, . . . , xsrc,Nsrc

]⊤
∈ ℜ

Nsrc×m

Ysrc =
[
ysrc,1, ysrc,2, . . . , ysrc,Nsrc

]⊤
∈ ℜ

Nsrc×p

Xtar =
[
xtar,1, xtar,2, . . . , xtar,Ntar

]⊤
∈ ℜ

Ntar×m . (5)

For i = 1, 2, . . . , s, the following source domain submatri-
ces are formed by time-lagged augmentation as

Xsrc,i =
[
xsrc,i , . . . , xsrc,i+Nsrc−s

]⊤
∈ ℜ

(Nsrc−s+1)×m

Zsrc,s =
[
Xsrc,s, Xsrc,s−1, . . . , Xsrc,1

]
∈ ℜ

(Nsrc−s+1)×(ms)

Ysrc,s =
[
ysrc,s, ysrc,s+1, . . . , ysrc,Nsrc

]⊤
. (6)

The target domain submatrices are formed in a similar way
as

Xtar,i =
[
xtar,i , . . . , xtar,i+Ntar−s

]⊤
∈ ℜ

(Ntar−s+1)×m

Ztar,s =
[
Xtar,s, Xtar,s−1, . . . , Xtar,1

]
∈ ℜ

(Ntar−s+1)×(ms).

(7)

In order to extract the common DLV from the POM to the
new mode for quality prediction, the modeling objective is
decomposed into three parts. The first objective is to extract the
quality-relevant dynamics between process variables and qual-
ity variables in the POM. The second objective is to extract the
co-dynamic variations of process variables between the POM
and the new mode. However, the extracted quality-relevant
dynamics may contain both POM-specific DLV variations and
common DLV variations. The third objective is, therefore,
to retain common DLV variations as much as possible. To sum
up, the overall modeling framework is shown in Fig. 1.

The first objective is to extract dynamic latent relations with
maximized co-variances between the process latent score tsrc,k
and the quality LV usrc,k in the source domain as

usrc,k =
∑s

i=1 β1i tsrc,k−i+1 + rsrc,k (8)

with the LVs as

usrc,k = y⊤

src,kq
tsrc,k = x⊤

src,kw (9)

where xsrc,k and ysrc,k represent the process and quality data
vectors at time k in the source domain, respectively. The inner
model prediction for usrc,k can be described as

ûsrc,k =

s∑
i=1

β1i tsrc,k−i+1 =

s∑
i=1

β1i x⊤

src,k−i+1w

=
[
x⊤

src,k, x⊤

src,k−1, . . . , x⊤

src,k−s+1

](
β1 ⊗ w

)
(10)
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Fig. 1. Modeling framework of TDLVR.

where β1 = (β11, . . . , β1s)
⊤. DiCCA aims to maximize the

correlation between ûsrc,k and usrc,k , while DiPLS aims to
maximize the covariance to enable the best predictability for
quality variables. The DiPLS objective is utilized in this work
and it is equivalent to minimizing the regularized distance
between ûsrc,k and usrc,k as

min
q,w,β1

J1 =

Nsrc∑
k=s

(usrc,k − ûsrc,k)
2. (11)

The second objective is to extract co-dynamic variations
between tsrc,k+1 and ttar,k+1. In the source domain, the dynam-
ics of process variables using β2 can be described as

tsrc,k+1 =

s∑
i=1

β2i tsrc,k−i+1 + rsrc,k+1. (12)

The same β2 is utilized to describe the dynamics within the
process variables in the target domain as

ttar,k+1 =

s∑
i=1

β2i ttar,k−i+1 + rtar,k+1. (13)

where β2 = (β21, . . . , β2s)
⊤. Both of the residuals rsrc,k+1

and rtar,k+1 are zero mean and uncorrelated in time. Since the
labeled samples are not available for the target domain, it is
not feasible to use DiPLS to model the dynamics between
the process variables and quality variables for both the source
domain and target domain models separately. To address this
dynamic discrepancy, the same autoregression coefficients are
used to model the domain-invariant dynamics among the
process variables for the source domain and the target domain.

The inner model prediction for tsrc,k+1 and ttar,k+1 can be
denoted as

t̂ src,k+1 =

s∑
i=1

β2i tsrc,k−i+1 =

s∑
i=1

β2i x⊤

src,k−i+1w

t̂ tar,k+1 =

s∑
i=1

β2i ttar,k−i+1 =

s∑
i=1

β2i x⊤

tar,k−i+1w. (14)

Remark 1: It is noted that the source domain and the target
domain are similar but different, and the shared parameters
are, thus, adopted to extract domain-invariant information for
the multimode processes.

Similar to the DiCCA algorithm for one dataset in [46],
both of the correlation between tsrc,k+1 and t̂ src,k+1, and the one
between ttar,k+1 and t̂ tar,k+1 should be maximized to extract the
co-dynamic variations as

max
w,β2

J2 =

∑Nsrc
k=s tsrc,k+1 t̂ src,k+1√∑Nsrc

k=s t2
src,k+1

√∑Nsrc
k=s t̂2

src,k+1

+

∑Ntar
k=s ttar,k+1 t̂ tar,k+1√∑Ntar

k=s t2
tar,k+1

√∑Ntar
k=s t̂2

tar,k+1

=
t⊤src,s+1 t̂src,s+1∥∥tsrc,s+1

∥∥∥∥t̂src,s+1
∥∥ +

t⊤tar,s+1 t̂tar,s+1∥∥ttar,s+1
∥∥∥∥t̂tar,s+1

∥∥ .

(15)

In Eq. (15), the maximized correlations are to enable the
best predictability for the latent process scores of the source
domain and the target domain, respectively.
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Moreover, according to Xsrc,i and Xtar,i in (6) and (7), the
subvectors of LVs can be denoted as

tsrc,i = Xsrc,i w ∈ ℜ
Nsrc−s

usrc,i = Ysrc,i q ∈ ℜ
Nsrc−s

ttar,i = Xtar,i w ∈ ℜ
Ntar−s (16)

where tsrc,i , usrc,i , and ttar,i denote the time-lagged process
scores from the source domain, quality scores from the source
domain, and process scores from the target domain, respec-
tively. The corresponding predictions of tsrc,s , usrc,i , and ttar,s
can be organized as

t̂src,s+1 =

s∑
i=1

β2i tsrc,s−i+1 =

s∑
i=1

β2i Xsrc,s−i+1w

= Tsrc,sβ2 = Xsrc,β2 w

ûsrc,s =

s∑
i=1

β1i tsrc,s−i+1 =

s∑
i=1

β1i Xsrc,s−i+1w

= Tsrc,sβ1 = Xsrc,β1 w

t̂tar,s+1 =

s∑
i=1

β2i ttar,s−i+1 =

s∑
i=1

β2i Xtar,s−i+1w

= Ttar,sβ2 = Xtar,β2 w. (17)

Some derived relations are given as

β ⊗ w = (I ⊗ w)β = (β ⊗ I)w (18)

Xsrc,β j = Zsrc,s
(
β j ⊗ I

)
=

s∑
i=1

β j i Xsrc,s−i+1, j = 1, 2

Xtar,β2 = Ztar,s
(
β2 ⊗ I

)
=

s∑
i=1

β2i Xtar,s−i+1

Tsrc,s =
[
tsrc,s, . . . , tsrc,1

]
= Zsrc,s(I ⊗ w)

Ttar,s =
[
ttar,s, . . . , ttar,1

]
= Ztar,s(I ⊗ w). (19)

The prediction in (17) can be reformulated as

t̂src,s+1 = Zsrc,s
(
β2 ⊗ w

)
= Tsrc,sβ2 = Xsrc,β2 w

ûsrc,s = Zsrc,s
(
β1 ⊗ w

)
= Tsrc,sβ1 = Xsrc,β1 w

t̂tar,s+1 = Ztar,s
(
β2 ⊗ w

)
= Ttar,sβ2 = Xtar,β2 w. (20)

Using (11) and (15), the dynamic relations between the
process variables and the quality variables, and co-dynamic
variations between the two domains are well addressed.

Remark 2: The main purpose of (12)–(15) is to find the
co-dynamic variations among process variables between the
source domain and the target domain using the same coef-
ficients. By contrast, simply augmenting the source domain
data and the target domain data and applying DiPLS is inap-
propriate from the following two aspects: 1) DiPLS can only
learn dynamic relations while assuming the source domain and
the target domain follow the same data distribution. For these
two domains with different data distributions and dynamic
relations, it is not feasible to use DiPLS directly on the
augmented source domain and target domain data. 2) We
expect to extract the co-dynamic variations between the source
domain and the target domain, but only process data with no or
a few labels in the target domain are available. This situation

makes DiPLS inapplicable to learning the dynamic relations
between process data and quality data in the target domain.

The third objective is to eliminate data distribution discrep-
ancy based on the extracted dynamics between the process
variables and the quality variables. The inner model in (10)
can be expressed as

ûsrc,s = Xsrc,β1 w
ûtar,s = Xtar,β1 w. (21)

The Euclidean norm of the variance difference between
ûsrc,k and ûtar,k is adopted as a regularization term to reduce
data distribution discrepancy. The objective can be written as

min
q,w,β1

J3 =
∥∥var

(
ûsrc,s

)
− var

(
ûtar,s

)∥∥2

=

∥∥∥∥∥w⊤

(
X⊤

src,β1
Xsrc,β1

Nsrc − s − 1
−

X⊤

tar,β1
Xtar,β1

Ntar − s − 1

)
w

∥∥∥∥∥
2

. (22)

Using the expressions in (16), (19), and (21), the first
objective can be reorganized to minimize ∥usrc,s − ûsrc,s∥

2
=

∥Ysrc,sq − Xsrc,β1 w∥
2. In summary, these three objectives are

combined into a unified objective as

min
w,q,β1,β2

J =
δ

2

∥∥Ysrc,sq − Xsrc,β1 w
∥∥2

−
(
w⊤X⊤

src,s+1Tsrc,sβ2 + w⊤X⊤

tar,s+1Ttar,sβ2
)

+
1
2

∥∥∥∥∥w⊤

(
X⊤

src,β1
Xsrc,β1

Nsrc − s − 1
−

X⊤

tar,β1
Xtar,β1

Ntar − s − 1

)
w

∥∥∥∥∥
2

s.t. ∥q∥ = 1,
∥∥β1

∥∥ =
∥∥β2

∥∥ = 1,
∥∥Xsrc,s+1w

∥∥ = 1∥∥Tsrc,sβ2

∥∥ = 1,
∥∥Xtar,s+1w

∥∥ = 1,
∥∥Ttar,sβ2

∥∥ = 1
(23)

where δ is a tradeoff coefficient.

B. Latent Variable Extraction

Lagrange multipliers are used to solve the above optimiza-
tion problem in (23). Define

L =
δ

2

∥∥Ysrc,sq − Xsrc,β1 w
∥∥2

− (w⊤X⊤

src,s+1Tsrc,sβ2 + w⊤X⊤

tar,s+1Ttar,sβ2)

+
1
2

∥∥∥∥∥w⊤

(
X⊤

src,β1
Xsrc,β1

Nsrc − s − 1
−

X⊤

tar,β1
Xtar,β1

Ntar − s − 1

)
w

∥∥∥∥∥
2

+
λq

2

(
1 − q⊤q

)
−

λβ

2

(
1 − β⊤

1 β1
)
−

λβ

2

(
1 − β⊤

2 β2
)

−
γ

2

(
1 − w⊤X⊤

src,s+1Xsrc,s+1w
)

−
γ

2

(
1 − w⊤X⊤

tar,s+1Xtar,s+1w
)

−
γ

2

(
1 − β⊤

2 T⊤

src,sTsrc,sβ2
)

−
γ

2

(
1 − β⊤

2 T⊤

tar,sTtar,sβ2
)
. (24)

The third term of the right side in (24) can be represented
as φ(X⊤

src,β1
; X⊤

tar,β1
; w). Taking derivatives of L with respect
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to q, w, β1, and β2, and setting to zero, the following relations
are extracted similar to the work in [9]:

∂L
∂q

= δY⊤

src,s(Ysrc,sq − Xsrc,β1 w) − λqq = 0 (25)

∂L
∂w

= −δX⊤

src,β1
(Ysrc,sq − Xsrc,β1 w)

− X⊤

src,s+1Xsrc,β2 w − X⊤

src,β2
Xsrc,s+1w

− X⊤

tar,s+1Xtar,β2 w − X⊤

tar,β2
Xtar,s+1w

+ φ′

w
(
X⊤

src,β1
; X⊤

tar,β1
; w
)
w

+ γX⊤

src,s+1Xsrc,s+1w + γX⊤

tar,s+1Xtar,s+1w
+ γX⊤

src,β2
Xsrc,β2 w + γX⊤

tar,β2
Xtar,β2 w = 0 (26)

∂L
∂β1

= −δT⊤

src,s(Ysrc,sq − Tsrc,sβ1) + λββ1

+ φ′

β1

(
X⊤

src,β1
; X⊤

tar,β1
; w
)
β1 = 0 (27)

∂L
∂β2

= −T⊤

src,sXsrc,s+1w − T⊤

tar,sXtar,s+1w

+ λββ2 + γT⊤

src,sTsrc,sβ2

+ γT⊤

tar,sTtar,sβ2 = 0. (28)

Equation (25) can be simplified as

δY⊤

src,s(Ysrc,sq − Xsrc,β1 w) = λqq. (29)

In (26), the expression φ′
w(X⊤

src,β1
; X⊤

tar,β1
; w) can be further

denoted as

D1 =
X⊤

src,β1
Xsrc,β1

Nsrc − s − 1
−

X⊤

tar,β1
Xtar,β1

Ntar − s − 1
φ′

w
(
X⊤

src,β1
; X⊤

tar,β1
; w
)

= D1ww⊤D1. (30)

Substituting (30) into (26) and denoting

5 = D1ww⊤D1 − X⊤

src,s+1Xsrc,β2 − X⊤

src,β2
Xsrc,s+1

− X⊤

tar,s+1Xtar,β2 − X⊤

tar,β2
Xtar,s+1

+ γX⊤

src,s+1Xsrc,s+1 + γX⊤

tar,s+1Xtar,s+1

+ γX⊤

src,β2
Xsrc,β2 + γX⊤

tar,β2
Xtar,β2 (31)

we have the following relation from (26):

w =

(
1
δ
5 + X⊤

src,β1
Xsrc,β1

)−1

X⊤

src,β1
usrc,s . (32)

In (27), the expression φ′

β1
(X⊤

src,β1
; X⊤

tar,β1
; w) can be further

denoted as

D2 =
T⊤

src,sTsrc,s

Nsrc − s − 1
−

T⊤
tar,sTtar,s

Ntar − s − 1
φ′

β1

(
X⊤

src,β1
; X⊤

tar,β1
; w
)

= D2β1β
⊤

1 D2. (33)

In order to calculate β1 and β2, the relations between λq ,
γ, and λβ are derived in the following.

Premultiplying (29) by q⊤, we have

δq⊤Y⊤

src,s(Ysrc,sq − Xsrc,β1 w) = λqq⊤q = λq . (34)

Similarly, premultiplying (26)–(28) by w⊤, β⊤

1 , and β⊤

2 ,
we have

λq + 221 − 22 − γ = 0 (35)
λq − λβ − 22 = 0 (36)
21 − λβ − γ = 0 (37)

where 21 = w⊤(X⊤

src,s+1Xsrc,β2 w + X⊤

tar,s+1Xtar,β2)w, 22 =

φ(X⊤

src,β1
; X⊤

tar,β1
; w), which leads to 3λβ + γ = 0. Using this

relation, γ in (31) can be replaced by −3λβ . Equations (27)
and (28) can be calculated as

β1 =
(
D2β1β

⊤

1 D2 + δT⊤

src,sTsrc,s + λβI
)−1

T⊤

src,susrc,s (38)

β2 =
1
λβ

(
I − 3

(
T⊤

src,sTsrc,s + T⊤

tar,sTtar,s
))−1

(
T⊤

src,sTsrc,s+1 + T⊤

tar,sTtar,s+1
)
. (39)

In order to be consistent with the dynamic outer model, for
the source domain, a regression model is built to describe the
relation between usrc,s and (tsrc,s, tsrc,s−1, . . . , tsrc,1).

usrc,s = α1tsrc,s + α2tsrc,s−1 + · · · + αstsrc,1 + rsrc,s (40)

where rsrc,s is a regression error that should be minimized.
The solution of (48) is, thus, obtained as

α =
(
T⊤

src,sTsrc,s
)−1T⊤

src,susrc,s (41)

where α = [α1, α2, . . . , αs]⊤. The predicted quality scores
ûsrc,s can be represented as

ûsrc,s = Tsrc,sα

= Tsrc,s
(
T⊤

src,sTsrc,s
)−1T⊤

src,susrc,s . (42)

Remark 3: If Ysrc,s has only one output to be modeled,
q = 1.

Similar to the work of [34], δ in (32) is obtained by the
following equation with the weight w computed from the
DiPLS algorithm:

δ =
w⊤5w

w⊤(X⊤

src,β1
usrc,s − X⊤

src,β1
Xsrc,β1 w)

. (43)

C. TDLVR-Based Quality Prediction

After modeling the outer and inner structures of TDLVR, the
loading vectors psrc for Xsrc and ptar for Xtar can be calculated
by minimizing the Frobenius norm of the corresponding
residuals between Xsrc and tsrcp⊤

src and between Xtar and ttarp⊤
tar.

The detailed expressions are as

psrc = X⊤

srctsrc/t⊤srctsrc (44)

ptar = X⊤

tarttar/t⊤tarttar. (45)

It is noted that labeled samples can only be available in
the source domain, rather than the target domain. The loading
vector qsrc for Ysrc,s in the source domain can be obtained in
a similar way as

qsrc = Y⊤

src,s ûsrc,s/û⊤

src,s ûsrc,s . (46)

Xsrc, Xtar, and Ysrc,s are deflated by the following:

Xsrc := Xsrc − tsrcp⊤

src (47)

Xtar := Xtar − ttarp⊤

tar (48)

Ysrc,s := Ysrc,s − ûsrc,sq⊤

src. (49)

The next latent component of TDLVR can be extracted from
the deflated Xsrc, Xtar, and Ysrc,s by conducting the same proce-
dure of outer structure modeling, inner structure modeling, and
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deflation iteratively. l possibly DLVs are extracted to represent
the most common variations of Xsrc and Ysrc,s with Xtar.

After performing TDLVR, Xsrc, Xtar, and Ysrc,s are decom-
posed as

Xsrc =

l∑
i=1

tsrc,i p⊤

src,i + Esrc = TsrcP⊤

src + Esrc

Xtar =

l∑
i=1

ttar,i p⊤

tar,i + Etar = TtarP⊤

tar + Etar

Ysrc,s =

l∑
i=1

ûsrc,s,i q⊤

src,i + Fsrc = Ûsrc,sQ⊤

src + Fsrc (50)

where Ûsrc,s = [ûsrc,s,1, ûsrc,s,2, . . . , ûsrc,s,l] ∈ ℜ
(Nsrc−s)×l ,

ûsrc,s,i = Tsrc,s,iαi , Tsrc,s,i = [tsrc,s,i , tsrc,(s−1),i , . . . , tsrc,1,i ] ∈

ℜ
(Nsrc−s)×s , and Ttar,s,i = [ttar,s,i , ttar,(s−1),i , . . . , ttar,1,i ] ∈

ℜ
(Ntar−s)×s . Esrc and Etar are the process data residuals for the

source domain and the target domain, respectively. Fsrc are the
quality data residuals for the source domain.

From (50), predicted quality is represented as

Ŷtar,tst,s = Ûtar,tst,sQ⊤

src (51)

where Ûtar,tst,s can be obtained from Ttar,tst,s , Ttar,tst,s =

Xtar,tst,sR, and R = W(P⊤
srcW)−1. Hence, Ŷtar,tst,s can be

predicted from Xtar,tst directly. The parameters Qsrc and αi

learned from the source domain are used for quality prediction
of the target domain. The proposed TDLVR aims to reduce
marginal distribution differences using the unlabeled process
data samples in the target domain when labeled samples are
not available in the target domain and the marginal distribution
difference is the dominant factor of data distribution. The
detailed TDLVR algorithm is summarized in Algorithm 1.
It can be seen that the nonlinear iterative partial least-square
(NIPALS) algorithm is used to solve the optimization prob-
lem in (23). The convergence of the NIPALS algorithm is
achieved as demonstrated in [48]. The iteration is considered
to converge when the two-norm of the difference between the
extracted process data score and the one of the last iteration
is fewer than a threshold or when the number of iterations
reaches a predefined maximum. s is determined by prior
knowledge. l and λβ are selected by grid search.

IV. COMPENSATED TDLVR USING AVAILABLE LABELED
SAMPLES IN TARGET DOMAIN

To further address the conditional probability distribution
discrepancy (CPDD) between domains, a new CTDVLR algo-
rithm using the newly collected labeled samples in the target
domain is proposed.

A. Motivation and Strategy for Solving CPDD

For transfer learning, the distribution discrepancy that
mainly describes the joint probability distribution P(X, Y)

is inconsistent between the source domain and the target
domain, i.e., P(Xsrc, Ysrc) ̸= P(Xtar, Ytar). In fact, the joint
probability distribution discrepancy (JPDD) can be further
divided into two parts: marginal probability distribution dis-
crepancy (MPDD), i.e., P(Xsrc) ̸= P(Xtar) and CPDD, i.e.,

Algorithm 1 Proposed TDLVR Method
Input: Xsrc ∈ ℜ

Nsrc×m , Ysrc ∈ ℜ
Nsrc×1; Xtar ∈ ℜ

Ntar×m ;
Xtar,tst ∈ ℜ

Ntar, tst×m ; l; s; λβ .
Output: W, Psrc, Qsrc and {αi }

l
i=1.

Offline Training
1: Normalize Xsrc, Ysrc, Xtar, and Xtar,tst. Construct the cor-

responding augmented matrix Zsrc,s , Ztar,s , and Ysrc,s .
2: Initialize β1 and β2 with [1, 0, · · · , 0]

⊤ and usrc,s as some
column of Ysrc,s .

3: for i = 1, . . . , l LVs do
4: Initialize w with a random unit vector.
5: Outer modeling: Iterate the following relations until

convergence.
6: a. Obtain δ by Eq. (43);
7: b. Calculate w from Eq. (32) and let w = w/∥w∥;
8: c. Construct Tsrc,s =

[
tsrc,s, · · · , tsrc,1

]
with

9: tsrc = Xsrcw;
10: d. Construct Ttar,s =

[
ttar,s, · · · , ttar,1

]
with

11: ttar = Xtarw;
12: e. Find q from Eq. (29) and let q = q/∥q∥;
13: f. Obtain usrc,s = Ysrc,sq;
14: g. Calculate β1 from Eq. (38) and let β1 =

15: β1/
∥∥β1

∥∥;
16: h. Calculate β2 from Eq. (39) and let β2 =

17: β2/
∥∥β2

∥∥;
18: Inner modeling: Build a linear model between Tsrc,s

and usrc,s by
19: α =

(
T⊤

src,sTsrc,s
)−1T⊤

src,susrc,s ;
20: Calculate ûsrc,s = Tsrc,sα;
21: Deflation
22: Calculate psrc = X⊤

srctsrc/t⊤srctsrc;
23: Deflate Xsrc := Xsrc − tsrcp⊤

src;
24: Calculate ptar = X⊤

tarttar/t⊤tarttar;
25: Deflate Xtar := Xtar − ttarp⊤

tar;
26: Calculate qsrc = Y⊤

src,s ûsrc,s/û⊤
src,s ûsrc,s ;

27: Deflate Ysrc,s := Ysrc,s − ûsrc,sq⊤
src;

28: Store W(:, i) = w; Psrc(:, i) = psrc; αi = α;
29: Qsrc(:, i) = qsrc;
30: end for
31: return W, Psrc, Qsrc and {αi }

l
i=1 used for online predic-

tion.

P(Ysrc|Xsrc) ̸= P(Ytar|Xtar). Some transfer learning methods,
known as unsupervised domain adaptation, focus on the sit-
uation when the MPDD is a major contributor to the JPDD,
provided that the CPDD is small to be omitted [49], [50].
In practice, there may be a significant CPDD. To address
the CPDD for the TL methods, it is common to incorporate
a compensation mechanism such as offset approach [33],
and LV represented conditional distribution alignment [51].
In this work, the online compensation model in the TDLVR
framework is proposed. Notably, the proposed TDLVR in
Section III can conduct the MPDD but not the CPDD since
no labeled samples in the target domain are involved in the
training stage.
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To address the CPDD well, an error compensation model
is established using available labeled samples in the target
domain. The output of the error compensation model and
the one of TDLVR are combined to establish a CTDLVR.
On the basis of the reduction of MPDD by TDLVR, CTDLVR
outperforms TDLVR in eliminating CPDD to some extent.

B. Proposed CTDLVR

Suppose sufficient labeled training samples are available
in the POM as {XL

src, YL
src}. Meanwhile, sufficient unlabeled

training samples {XU
tar} and the limited labeled training samples

{XL
tar, YL

tar} are available in the target domain, respectively.
During the CTDLVR modeling, TDLVR in Section III is first
used to extract the common dynamics between labeled training
samples in the source domain and unlabeled training samples
in the target domain as

fTDLVR(·) :
(
XL

src; XU
tar

)
→ YL

src (52)

where fTDLVR(·) is learned by using the proposed TDLVR.
TDLVR is used as the main model to perform quality

predicting based on XL
tar

ŶL
tar = fTDLVR

(
XL

tar

)
(53)

where ŶL
tar represents predicted labels in the target domain.

Herein, the CPDD can be referred to as the offset between
label values. To overcome the difficulty of TDLVR in han-
dling the CPDD, a DiPLS-based error compensation model is
established.

The errors between the predicted labels and the actual labels
are first calculated as

ẐL
tar = YL

tar − ŶL
tar (54)

where ẐL
tar represents the offset value. In fact, the offset value

can be regarded as a specific part of the target domain. There-
fore, the input feature of the limited labeled data in the target
domain XL

tar and the offset value ẐL
tar is reorganized as a new

training dataset {XL
tar, ẐL

tar} for establishing the DiPLS-based
error compensation model. The model can be described as

fDiPLS(·) : XL
tar → ẐL

tar (55)

where fDiPLS(·) is the mapping function learned by applying
the DiPLS algorithm in [9] on the training dataset {XL

tar, ẐL
tar}.

Finally, the output of the CTDLVR model consists of two
parts, including the main prediction by TDLVR and the error
prediction by DiPLS. The predicted output of the testing data
is described as

Ŷtar,tst = fCTDLVR(Xtar,tst)

= fTDLVR(Xtar,tst) + fDiPLS(Xtar,tst) (56)

where fCTDLVR(·) is the mapping function of CTDLVR.

V. CASE STUDIES

In this section, numerical simulation examples and two
industrial process examples are applied to demonstrate the
effectiveness of the proposed TDLVR and CTDLVR.

Fig. 2. Data distribution discrepancy for multimode processes. (a) Three-di-
mensional distribution scatter of process LVs. (b) Data discrepancy of quality
variables.

The proposed methods are compared with traditional LV
models including PLS and DiPLS, and TL models, including
di-PLS, dynamic di-PLS, TCA, CORAL, DANN, Wasser-
stein distance guided representation learning (WDGRL) [29],
and margin disparity discrepancy (MDD) [30]. The dynamic
di-PLS is a dynamic version of di-PLS by using data time
augmentation.

A. Numerical Simulation Example

The process data X and quality data Y are generated by a
dynamic process as

tk = A1tk−1 − A2tk−2 + t∗k + fk

xk = Ptk + ek

yk = C⊤

1 xk + C⊤

2 xk−1 + vk

t∗k = t0k, k ≥ 3

P =


0.5586 0.2042 0.6370
0.2007 0.0492 0.4492
0.0874 0.6062 0.0664
0.9332 0.5463 0.3743
0.2594 0.0958 0.2491

, C =


0.7451 1.9939
0.4928 0.7728
0.7329 1.0146

0.47383 1.1563
0.5652 1.2307


(57)

where ek ∈ ℜ
3

∼ N (0, 0.01), fk ∈ ℜ
3

∼ N (0, 0.01),
vk ∈ ℜ

1
∼ N (0, 0.01), C =

[
C1 C2

]
, and t0k follows

different Gaussian distributions for three modes, respectively.
Meanwhile, A1 and A2 in one mode are different from those
in another mode. The parameters are listed in Table I.

A total of 1800 samples are collected from three modes
with every 600 samples. The number of LVs is chosen as
3 for Mode 1 (i.e., M1), Mode 2 (i.e., M2), and Mode 3
(i.e., M3), respectively. The LVs follow Gaussian distributions,
i.e., (µ1, 61), (µ2, 62), and (µ3, 63). In addition, to import
intermodel varying dynamics, time-lag matrices A1 and A2
are set. In contrast to M1, only A1 varies in M2, while A2
remains as it is. Different from Mode 1 and Mode 2, A1 and
A2 all vary in M3. As a result, the 3-D distribution scatter
of process LVs and data discrepancy of quality variables are
shown in Fig. 2. It can be observed that the 3-D distributions
are significantly different for the three modes.

The first 300 samples for each mode are selected as training
datasets, and the remaining 300 samples are regarded as testing
datasets. In addition, one of the three modes is randomly
selected as the source domain and the rest as the target
domain. For each scenario, all baseline methods and the

Authorized licensed use limited to: Hong Kong Baptist University. Downloaded on May 04,2024 at 15:00:35 UTC from IEEE Xplore.  Restrictions apply. 



YANG et al.: TRANSFER DYNAMIC LATENT VARIABLE MODELING FOR QUALITY PREDICTION OF MULTIMODE PROCESSES 6069

TABLE I
PARAMETERS FOR SIMULATED MULTIMODE PROCESSES

TABLE II
COMPARISON OF PREDICTION PERFORMANCE OF TDLVR, CTDLVR, AND TRADITIONAL APPROACHES FOR NUMERICAL SIMULATION EXAMPLES

proposed method are evaluated on the same target testing
dataset. PLS and DiPLS only utilize the source domain labeled
dataset to establish the quality prediction model, while all
transfer learning methods, including CORAL, TCA, DANN,
di-PLS, WDGRL, MDD, dynamic di-PLS, and TDLVR, utilize
both the source domain labeled data and the target domain
unlabeled data as the training dataset. Notably, it is a common
practice for transfer learning to use unlabeled samples of
the target domain as part of the training dataset to reduce
distribution differences. CTDLVR, as an online version of
TDLVR, utilizes a small number of labeled samples from
the training dataset of the target domain to achieve error
compensation. In this work, the number of labeled training
samples available from the target domain for CTDLVR is
selected as 15. In addition, the number of LVs or PCs l
is set as 3 for all of the methods. For DiPLS, dynamic di-
PLS, TDLVR, and CTDLVR, time-lag coefficient or dynamic
order s is set as 2. λβ of CTDLVR and TDLVR is chosen
from [−10e3, . . . ,−10e−3, −10e−4, 10e−4, 10e−3, . . . , 10e3

]

by grid search.
One mode from {M1, M2, M3} is selected as the source

domain with the remaining ones as the target domain, respec-
tively. The mean squared error (MSE), mean absolute error
(MAE), and mean Pearson correlation coefficient (PCC)
between the predicted value and actual value of six mode
pairs are used to evaluate the prediction performance. The
prediction results on testing data are listed in Table II. Several

insights can be observed: 1) the results of two static methods,
i.e., PLS and di-PLS, are significantly worse than those of
the proposed TDLVR and CTDLVR. In particular, di-PLS has
a negative effect due to its inability of capturing dynamic
relations and is even worse than PLS. 2) Compared with PLS,
DiPLS can improve performance, but it still performs worse
than TDLVR. 3) Dynamic di-PLS can effectively improve
the performance of di-PLS, but it is unstable. For example,
dynamic di-PLS performs better than DiPLS only when M3
is chosen as the source domain, and M1 and M2 are the
target domains. By contrast, TDLVR and CTDLVR show
better performance in all scenarios. Finally, the prediction
performances are further evaluated by mean MSE, mean MAE,
and mean PCC, as shown in the last column of Table II.
The results indicate that the proposed TDLVR and CTDLVR
achieve lower MSE and MAE, and higher PCC compared
with the traditional methods. Meanwhile, the predicted values
and absolute prediction errors for M1→M2 and M1→M3 are
shown in Fig. 3. It is seen that the proposed TDLVR and
CTDLVR track the actual value of the quality variable well.

The dynamics of the three operation modes are further
described by DiPLS. The corresponding visualization results
of weighting coefficients β are shown in Fig. 4. It can
be seen that the weighting coefficients learned by DiPLS
are different from each other for each mode. This situation
directly indicates the dynamics differences between the three
modes and the need for cross-domain modeling. In addition,
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Fig. 3. Predicted values and the corresponding absolute prediction errors using TDLVR, CTDLVR, and other approaches in numerical simulation examples.
(The left part of → denotes the source domain, with the right part of → denotes the target domain). (a) M1→M2. (b) M1→M3.

Fig. 4. Visualization of weighting coefficients β using DiPLS in three
different modes. (a) M1. (b) M2. (c) M3.

Fig. 5. Heatmap visualization of projection matrix W using DiPLS. (a) M1.
(b) M2. (c) M3.

the heatmap visualization results of the projection matrix of
the DiPLS are shown in Fig. 5. It can be seen that the
projection matrix differences make it difficult to handle the
cross-domain modeling for DiPLS. The proposed TDLVR
inherits the interpretability of DiPLS and is able to describe
the dynamics between modes. For TDLVR, the corresponding
visualization results of two types of weighting coefficients β1
and β2 are shown in Fig. 6. It can be seen that the weighting
coefficients can learn the appropriate dynamic information
between domains. β1 represents the dynamics between process
variables and quality variables in the source domain, and
β2 represents co-dynamic variations within process variables
between the source domain and the target domain. Meanwhile,
the heatmaps of the projection matrix of TDLVR are shown
in Fig. 7. It can be observed that different projection matrices
are obtained to find a suitable projection in each scenario. For
example, for M1→M2 and M2→M1, the effect of weighting
coefficient β2 is to select a suitable projection that may not

Fig. 6. Visualization of two types of weighting coefficients β1 and β2
using TDLVR. (a) M1→M2. (b) M2→M1. (c) M3→M1. (d) M1→M3.
(e) M2→M3. (f) M3→M2.

be the same. However, for weighting coefficient β1, in the
new projection space, the dynamics between process variables
and quality variables are different from those of DiPLS. For
example, for M1→M2 and M1→M3, by comparing with β of
DiPLS from Fig. 4, β1 of TDLVR can retain similar dynamics
between two different domains to some extent.

B. Industrial Polyethylene Example

An industrial polyethylene process in [43], as a typical
multimode process with dynamics, is used to demonstrate the
proposed TDLVR and CTDLVR methods. The investigated
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TABLE III
COMPARISON OF PREDICTION PERFORMANCE OF TDLVR, CTDLVR, AND TRADITIONAL APPROACHES FOR AN INDUSTRIAL POLYETHYLENE EXAMPLE

Fig. 7. Heatmap visualization results of projection matrix W using TDLVR
to transfer shared information between modes. (a) M1→M2. (b) M2→M1.
(c) M3→M1. (d) M1→M3. (e) M2→M3. (f) M3→M2.

process consists of three steady-state grades with different
characteristics and transitions [52]. The melt index (MI), as the
key product quality variable, can only be measured by offline
laboratory analysis in around 6–8 h. Without online analyz-
ers for MI, off-grade products and materials are produced
inevitably in practice. Consequently, the proposed TDLVR and
CTDLVR are applied to predict the MI online. In this study,
three steady-state grades corresponding to medium (30–50),
low (10–20), and high (240–350) levels of the MI are selected.
A total of 331 samples are collected from the three grades,
which are referred to as Mode 1 (i.e., M1), Mode 2 (i.e.,
M2), and Mode 3 (i.e., M3), respectively. Finally, 95 labeled
samples in M1, 90 labeled samples in M2, and 145 labeled
samples in M3 are utilized for verification.

Data preprocessing, including mean interpolation and three-
sigma criterion, is first performed to deal with missing values
and outliers. Subsequently, the collected data are divided into
two parts: the training samples and the testing samples. In M1,
the number of training samples is 45 and the remaining 50 is
the test dataset; in M2, the number of the training samples is
45 and the remaining 45 is the test dataset; and in M3, the
number of training samples is 80 and the remaining 65 is the
test dataset. In addition, one of M1, M2, and M3 is randomly
selected as the source domain with relatively sufficient labeled
training data, while the remaining is the target domain. The

grade of the process switches frequently with each operating
for a short period. Accordingly, the number of quality mea-
surements available in each grade is scarce.

In the scenario where M1 is the source domain with M2
and M3 are the target domains, the MI predictions and
absolute prediction errors of six approaches are shown in
Fig. 8. The probability density functions (PDFs) of the first LV
using DiPLS and the proposed TDLVR are shown in Fig. 9.
It can be seen that the distribution of one mode is obviously
different from the one of another mode using DiPLS. The
distribution difference leads to prediction accuracy degradation
of DiPLS. Meanwhile, the proposed TDLVR effectively aligns
the distribution of LVs. The MSE and MAE of all scenarios
and the mean PCC are listed in Table III. It can be seen that the
proposed TDLVR and CTDLVR achieve lower MSE and MAE
and higher mean PCC, indicating better prediction perfor-
mances than PLS, DiPLS, CORAL, TCA, DANN, WDGRL,
MDD, di-PLS, and dynamic di-PLS. Furthermore, owing to
error compensation, CTDLVR is mostly superior to TDLVR.

The mean MSE and MAE metrics are further utilized for
comprehensive evaluations. DiPLS is mostly better than PLS,
although DiPLS shows poor performance in the scenario of
M3 to M1 caused by weak dynamics. Compared with PLS
and DiPLS, di-PLS achieves better prediction performance.
Dynamic di-PLS with comparable performance to di-PLS is
unstable in handling weak dynamics. It is unreasonable for
dynamic di-PLS to use time lag matrices directly to deal with
dynamic characteristics while ignoring the dynamic discrep-
ancy between domains. From the results, TDLVR performs
much better than other approaches in all scenarios. Unlike
dynamic di-PLS, TDLVR makes use of weight coefficients
to describe dynamics between process variables and quality
variables, as well as the co-dynamic variations of process
variables between domains.

To verify the time-lag impacts on model performance,
DiPLS, dynamic di-PLS, and TDLVR are compared with
different time lag coefficients. The results are shown in Fig. 10.
The performance of each method fluctuates with the time lag
coefficient, but TDLVR is much better than the other two
methods. In addition, TDLVR is more stable and reliable than
dynamic di-PLS. In contrast, dynamic di-PLS is inaccurate
and worse than DiPLS in some situations. In this experiment,
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Fig. 8. Predicted results and their corresponding absolute prediction errors using TDLVR, CTDLVR, and other approaches. (a) M1→M2. (b) M1→M3.

Fig. 9. Distributions of the first LV between different modes for the industrial
polyethylene process example. (a) M1→M2. (b) M1→M3.

the optimal time lag of TDLVR is chosen for each scenario,
e.g., for M1→M2 and M3→M2, s is 2; for M2→M1 and
M3→M1, s is 3; for M1→M3 and M2→M3, s is 4. It is
noted that a large time lag is not desired due to data volume
constraints. All prediction results demonstrate that the pro-
posed TDLVR achieves the best predictions. It is noted that
CTDLVR inherits the merits of TDLVR.

C. Debutanizer Column Example

The debutanizer dataset [53] contains seven process vari-
ables, including top temperature, top pressure, reflux flow, flow
to next process, VI tray temperature, bottom temperature 1,
bottom temperature 2, and one quality variable, i.e., bottom
butane concentration. This dataset has significant concept drift
and data distribution differences. The coherent dynamics of
this process can be adopted to evaluate the effectiveness of
the proposed TDLVR. The first 1100 samples are selected as
the source domain and the rest 1394 samples as the target
domain. The number of LVs and dynamic order is selected
to be the same as those used in [47]. Meanwhile, due to the
slow sampling rate of quality variables, only 1/10 of samples
in the target domain are adopted for performance evaluation.
The comparison results of MSE, MAE, and PCC on the target

Fig. 10. Comparison of prediction performance for TDLVR, dynamic di-PLS,
and DiPLS approaches for the polyethylene process example. (a) M1→M2.
(b) M2→M1. (c) M1→M3. (d) M3→M1. (e) M2→M3. (f) M3→M2.

TABLE IV
COMPARISON OF PREDICTION PERFORMANCE OF TDLVR AND

TRADITIONAL APPROACHES FOR A DEBUTANIZER COLUMN EXAMPLE

domain are listed in Table IV. It can be seen that some transfer
methods, including CORAL, TCA, WDGRL, MDD, DANN,
and di-PLS, are better than the traditional PLS and worse than
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traditional DiPLS. Furthermore, dynamic di-PLS outperforms
di-PLS, because the former considers data dynamics. The
proposed TDLVR achieves a more accurate prediction than
all the above-mentioned methods.

VI. CONCLUSION

In this work, a novel transfer DLV modeling scheme, includ-
ing TDLVR and CTDLVR, has been developed for quality
prediction of multimode processes with limited labeled sam-
ples available in the new mode. Compared with the traditional
TL and dynamic modeling approaches, the proposed TDLVR
achieves significantly improved predictions by extracting the
dynamics between process variables and quality variables
in the POM, the co-dynamic variations between the POM
and a new mode, and overcoming the marginal distribution
discrepancy between the two modes. Making full use of a
small number of labeled samples from the new mode, the
proposed CTDLVR with an error compensation model has
effectively reduced the prediction errors of TDLVR due to
conditional distribution discrepancy.
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